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a b s t r a c t

Biogas production from Sargassum muticum, an invasive seaweed species to Europe, is hampered by low methane
(CH4) yields during anaerobic digestion (AD), but causes are unclear. This research is the first to demonstrate
the impact of extensive freshwater washing of spring- and summer-harvested S. muticum on the CH4 production
rates and the biochemical methane potential (BMP). The findings reveal that the rate profile of CH4 production
is affected by extensively washing the seaweed and is dependent on seasonality. Spring-harvested S. muticum had
higher initial CH4 production rates compared to summer-harvested S. muticum. For spring-harvested S. muticum,
the initial rate of CH4 production was lowered by extensive washing. In contrast, extensively washed summer-
harvested S. muticum had a higher degradation rate and CH4 production rate relative to its non-extensively
washed counterpart. The highest CH4 potentials accumulated by the treated and non-treated S. muticum are,
however, statistically similar and not influenced by seasonality or extensive washing (p > 0.05). Potential causes
for differences in the rate of CH4 production between summer- and spring-harvested S. muticum are discussed.
The differences in CH4 production from treated summer- and spring-harvested S. muticum acts as a stepping stone
to understanding the causes for low CH4 yields, which could allow for further enhancements in CH4 production
from S. muticum.

1. Introduction

Sargassum muticum is a brown seaweed species that is invasive to Eu-
rope and poses economic and environmental challenges [1]. Seaweeds
are known to contain substances that can serve as high-value products,
such as polysaccharides and polyphenols with pharmacological value,
as well as possessing biofuel production potential [2,3]. Hence, the val-
orisation of this seaweed could have positive implications.

Anaerobic digestion (AD) for biofuel production is a versatile and
suitable method of obtaining biofuels from wet biomass such as sea-
weed [1]. However, methane (CH4) yields currently obtained from S.

muticum are ∼17% of the theoretical CH4 yield [1]. This could be due
to the recalcitrance of seaweed to hydrolysis during AD and/or possible
inhibitors of AD present in seaweed, including high polyphenol, protein,
and sulphur contents; the removal of these components was associated
with increased CH4 yields [4,5].

Several pre-treatment methods have been employed to enhance CH4
production yields from different types of seaweeds [6]. Washing sea-
weeds prior to AD showed mixed results: an increase in CH4 produc-
tion was recorded for washed Gracilaria vermiculophylla and Laminaria

Abbreviations: AD, Anaerobic digestion; AMPTS II, Automatic Methane Potential Test System II; BMP, Biochemical methane potential; C: N ratio, Carbon-to-
nitrogen ratio; DW, Dry weight; FD, Freeze-dried; VS, Volatile solids; WW, Wet weight.

∗ Corresponding author.
E-mail address: sm8149w@gre.ac.uk (S. Maneein).

digitata relative to the unwashed counterpart [7,8]; no significant dif-
ference was shown in CH4 yields after washing S. muticum [9]; while
lower volumes of CH4 were produced during the AD of washed and
macerated Ulva lactuca compared to its unwashed and macerated coun-
terpart [10]. Reasons for enhancements in CH4 yields were associated
with a reduction in salt content [8]. The authors also suggested that re-
moving potential AD inhibitors, such as polyphenols and epiphytes with
antimicrobial activity, could contribute to increases in CH4 yields [8].
However, the reasons for differences in the effect of washing on CH4
yield between different seaweed types are not fully understood, and the
removal of components other than salts has not been shown.

This study explores the effect of removing water-soluble compo-
nents from S. muticum on CH4 production by AD. Rather than rinsing as
achieved by previous authors, the effects of sequentially washing freeze-
dried seaweed, referred to as extensive washing, was investigated. Se-
quential extraction was shown to extract higher yields, and potentially
more novel compounds, otherwise not extracted by single extractions
[11,12]. Sequentially washing the seaweed, therefore, attempts to re-
move as many water-soluble components as possible while minimising
energy costs associated with heating or continuous stirring; thereby, po-

https://doi.org/10.1016/j.enbenv.2020.06.011
Available online 6 July 2020
2666-1233/Copyright © 2020 Southwest Jiatong University. Publishing services by Elsevier B.V. on behalf of KeAi Communication Co. Ltd. This is an open access
article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
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Fig. 1. Methodology for the preparation of ground freeze-dried (FD) S. muticum and extensively washed S. muticum residues. Biochemical methane potential (BMP)
test was performed on the samples to determine the CH4 production profile and yield.

tentially maximising net energy production from the CH4 produced. To
the authors’ knowledge, this study is the first to evaluate the impact of
removing water-soluble components from ground, freeze-dried, S. mu-
ticum collected in two seasons (spring- and summer-collected) on CH4
yields. The recovery of high-value products (polyphenolics) in the water-
soluble fraction is also demonstrated. It may increase the economic vi-
ability of this process in a biorefinery approach, with water being an
ideal solvent for food-grade purposes [13,14].

2. Experimental method

2.1. Seaweed collection and treatment

Spring S. muticum was collected from the Coast in April 2018 (Rams-
gate, UK; TR372640) and summer S. muticumwas collected in July 2018
(Broadstairs, UK; TR399675). Freshly collected samples were treated ac-
cording to Fig. 1. Samples of S. muticum from both seasons were lightly
washed, herein referred to as rinsed, with deionised water (dH2O) to
remove sand and any residues from the seawater, stored at −18 °C, and
freeze-dried (FD) (−55 ∘C, 48 h).

FD samples were ground (Lloytron®, Kitchen Perfected coffee
grinder) to a fine powder. 10 g of ground, FD summer and spring S. mu-
ticumwas mixed in 100 mL deionised water (dH2O) and centrifuged (Ep-
pendorf, Centrifuge 5810R) (3900 rpm, 20 min). The procedure was re-
peated on the remaining residues five times to ensure a thorough wash.
The residues herein are referred to as extensively washed or washed
spring and summer S. muticum, and their properties were compared with
FD samples that were not extensively washed. These latter samples are
referred to as FD samples.

2.2. Biochemical methane potential (BMP) determination

The inoculum was collected from an anaerobic digester treating
paper-making waste at Smurfit Kappa Townsend Hook Paper Makers,
Kent, United Kingdom. The inoculum was ‘degassed’ in a water bath
(37 ∘C, 7 days) to minimise its contribution to the CH4 yields during
the BMP test [15], and then homogenised using a handheld blender
(PhilipsTM) before use.

The Automatic Methane Potential Test System II (AMPTS II, Biopro-
cess Control Sweden AB) was used to measure CH4 production. This
system contains fifteen 500 mL reactors in a temperature-controlled wa-
ter bath, each with a CO2 capturing unit using 3 M sodium hydroxide,

and a gas measuring device. Three replicates were made containing 1 g
volatile solids (VS) content of each biomass type (FD summer, washed
summer, FD spring, and washed spring S. muticum). Inoculumwas added
to make an inoculum-to-substrate ratio of 5, and made up with water
to 400 g. Blanks with only inoculum and water were made to calculate
the net CH4 production from the S. muticum biomass, removing the CH4
contribution by the inoculum. Reactors were mixed continuously at 75%
power (150 rpm) and incubated at 37 ∘C. CH4 volumes were recorded
daily over 36 days and corrected for water vapour, temperature (0 °C),
and pressure (101.325 kPa).

2.3. Dry weight and ash content

All biomass types were dried in a vacuum oven at 105 ∘C overnight to
determine its dry weight (DW) and moisture content (wet weight (WW))
[16]. Ash and VS content were determined using the muffle furnace at
250 ∘C for 1 h, followed by 550 ∘C for 2 h [17].

2.4. CHNS analysis

Flash dynamic combustion (Flash EA1112 CHNS Elemental Analyser,
Thermo Scientific) was used to determine the proportion of carbon, ni-
trogen, hydrogen, and sulphur in the freeze-dried samples. Sulphanil-
amide was used as the standard. The means of a minimum of duplicates
are reported. As drying may affect the elemental composition of the sam-
ples, values were adjusted for moisture content rather than oven drying
before the analysis. Oxygen content was calculated by difference.

The empirical formula, derived from the elemental analysis, was
used in the Buswell equation to calculate the maximum theoretical CH4
yield for each biomass type [18]. The biodegradability index, expressed
as a percentage, was calculated by dividing the highest net cumulative
CH4 yield after 36 days of each biomass by its theoretical yield [19].

2.5. Total polyphenolic content

Polyphenolic extraction and quantification were performed on all
samples in triplicates using 30% aqueous EtOH as the extracting solvent
(solid-solvent ratio of 1: 200) [20]. Extracts were incubated in a shaking
incubator (New Brunswick Scientific, Innova® 43) (250 rpm, 1 h, 40 ∘C),
then centrifuged (21,000 × g, 4 ∘C, 20 min). Once the supernatants were
collected, the process was repeated on the pellets (obtained from the
centrifugation process) three times.
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Polyphenolic quantification was conducted according to a modified
protocol of the Folin–Ciocalteu (FC) method performed at room temper-
ature [21], using 2 min incubation of FC reagent rather than 1 min. The
absorbance was measured at 750 nm in a UV–visible spectrophotometer
(Jenway 6305). Phloroglucinol was used as the standard to generate a
calibration curve to determine the polyphenolic concentration, report-
ing total polyphenolic content as a percentage DW of the samples.

2.6. Total protein content of residues

Protein quantification using the Lowry method overestimated pro-
tein content more than those calculated using the nitrogen-to-protein
factor of 4.56 (found by Angell et al. (2016) [22]) for brown seaweeds
(unpublished data). Therefore, protein content was calculated by mul-
tiplying the nitrogen content by 4.56.

2.7. Data analysis

2.7.1. Mass balance for specific CH4 yield calculation

The mass of the washed residues were calculated by the difference
in the DW mass of the FD samples and the DW mass of the dried wash
solutions (Fig. 1B). DW of the rinsed freshly collected spring and summer
S. muticum samples (not freeze-dried) and of the aliquots of the wash
solutions were dried and ashed according to Section 2.3. The total DW
yield of the wash solution was calculated using the total volume of the
wash solution.

2.7.2. Analysis of process dynamics

Analysis of the process dynamics during AD was conducted to elu-
cidate differences in the biodegradability of the substrate as well as its
rate [23]. IBM SPSS version 25 was used to model the second-order ki-
netics (the modified Gompertz equation) (Eq. 1) to the net cumulative
CH4 production obtained from summer samples, while first-order kinet-
ics (Eq. 2) was used for the spring samples [24,25]. FD spring samples
appeared to produce CH4 in two phases (from days 1 to 10 (P1) and
days 11 to 36 (P2)) and were modelled separately. P1 was modelled
using first-order kinetics while P2 was modelled using the second-order
kinetics. Two models were used due to the better fit of the models to the
net cumulative CH4 production results. Lower residual sum of squared
errors and R2 values closer to 1 (indicating the fit of the model) were
found when using the respective models for the net cumulative CH4 pro-
duction from the two different seasons and for P2. Except for P2 of the
FD spring samples (R2 = 0.953), R2 values for all other models were
> 0.99. This indicates a good fit of the model to the net cumulative
CH4 production (R2 > 0.95) [23]. First-order kinetics (Microsoft Excel
(2016)) was then used to illustrate differences in the decay constant (k),
or hydrolysis rate, of the substrates using the values obtained from the
modelling.

𝑀(𝑡) = 𝑀0 × 𝑒𝑥𝑝

{
−𝑒𝑥𝑝

[
𝑅
𝑚𝑎𝑥

× 𝑒

𝑀0
(Δ − 𝑡) + 1

]}
(1)

𝑌 (𝑡) = 𝑌
𝑚
×

(
1 − 𝑒𝑥𝑝

−𝑘𝑡) (2)

whereM(t) and Y(t) is the net cumulative CH4 yield (mL CH4 g−1 VS) at
time t (day), Ym andM0 is the maximum CH4 potential (mL CH4 g−1 VS),
k is the decay constant (day−1) which represents the degradation rate of
the substrates, Rmax is the maximum CH4 production rate (mL CH4 g−1
VS day−1), e is 2.71828, Δ is the lag phase (days) which indicates the
number of days before significant CH4 production starts [24].

2.7.3. Statistical analysis

Excel (2016) was used for student’s t-test, and IBM SPSS version 25
was used for one-way, two-way and three-way ANOVA analysis. Sta-
tistical significance was determined by p < 0.05. Dependent variable:
cumulative CH4 yield. Independent variables: treatment (washed, FD
samples), season (spring, summer), day (time after incubation).

3. Results and discussion

3.1. Effect of washing on the composition of S. muticum

An increase in the relative carbon content by 11.2% and 7.1%, with
a concurrent reduction in the relative nitrogen and sulphur content, is
evident in the extensively washed spring and summer seaweeds com-
pared to FD seaweeds, respectively (Table 1). In contrast, a reduction in
the relative carbon content and an increase in the relative nitrogen and
sulphur content was revealed when wet, whole S. muticum biomass was
washed lightly for 30 s [8].

Washing of S. muticum significantly reduced the relative ash content
(p < 0.05) (Table 2). Summer- and spring- washed S. muticum showed a
48.7% and 53.9% ash reduction relative to their unwashed counterparts,
respectively. This resulted in a higher VS content, commensurate with
an increase in the content of the organic fraction of washed S. muticum.
The ash-to-VS ratio (A: V ratio), which at high ratios can have inhibitory
effects on AD [8], was 55.5% and 62.2% lower in washed summer and
spring samples relative to the FD counterparts, respectively.

Other potential inhibitors of AD highlighted in literature are high
protein and polyphenolic contents. Proteins were more easily removed
by washing from spring samples compared to summer S. muticum
(Table 2). Protein content in washed spring samples was reduced by
1.4% DW relative to FD spring samples, whereas only 0.5% DW ap-
peared to be removed from FD summer seaweed after washing. Polyphe-
nolic content of FD samples measured in this study was in the range of
polyphenolic content reported for S. muticum (0.66–4.28%DW) [26]. FD
samples of spring S. muticum have significantly lower polyphenolic con-
tent (2.18% DW lower) relative to FD summer samples (p < 0.05), and
their polyphenolic content was reduced by 45% after washing. Polyphe-
nolic content in washed summer samples was 80.5% lower compared to
FD summer samples. Water has been shown to be capable of removing
up to 2.7% DW polyphenolic content from S. siliquastrum [27].

3.2. Effect of season and extensive washing on CH4 yield

The highest CH4 yields recorded after 36 days (BMP test) were 128.2
and 139.7 mL CH4 g−1 VS for FD summer- and spring-harvested S. mu-
ticum, respectively (Table 3). These values are in the range similar to
those reported in literature for S. muticum (100–177 mL CH4 g−1 VS)
[1,9,28]. Other studies have measured CH4 yields of Sargassum as high
as 380 mL CH4 g−1 VS [29].

Net CH4 yields produced from extensively washed spring and sum-
mer samples were not statistically different to FD spring and FD summer
S. muticum (one-way ANOVA, p > 0.05). Notably, FD S. muticum had a
significantly higher variance relative to the washed summer S. muticum.
These results suggest that the net yield of CH4 accumulated by day 36 of
the BMP test was not significantly impacted by the harvesting season or
by extensively washing the seaweed. This is in contrast to variations in
CH4 yields between spring- and summer-collected Laminaria digitata and
Ascophyllum nodosum [4,25,30]. However, the existence of this variation
also appears to be dependent on the location of harvest [31].

The biodegradability index is used to express the degradability or
the efficiency of the bioconversion of the biomass to CH4 [8]. The
biodegradability indices of FD S. muticum samples (Table 3) measured
in this study were in the range of those measured during the BMP tests
for A. nodosum (16–46%) [4] and Sargassum spp. (17–37%) [32], but
lower than those measured in other brown seaweeds such as L. digitata
(44–72%) [25].

Although not statistically significant, FD samples of summer S. mu-
ticum showed a lower degradability of 7.6% and 10.9% compared to FD
spring S. muticum and washed summer samples, respectively (p > 0.05)
(Table 3). Similarly, the biodegradability index was not significantly im-
pacted by washing for spring samples (difference of 0.5%) (p > 0.05),
despite the higher relative carbon content (Table 1).
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Table 1

Elemental composition expressed as a percentage of DW, and the carbon-to-nitrogen ratio
in FD and extensively washed spring and summer S. muticum

Residue type (Empirical formula)
% Composition DW
C H N O S C: N ratio

FD Summer

(C12.9H25.0O8.8NS0.1)

33.3 5.4 3.0 30.2 0.6 11.1

Summer washed

(C16.3H27.2O11.4N)∗
40.4 5.6 2.9 37.8 0.2 13.9

FD Spring

(C8.4H5.1O6.7NS0.1)

30.4 5.1 4.2 32.3 0.5 7.2

Spring washed

(C12.5H22.3O8.1N)∗
41.6 6.2 3.9 35.9 0.1 10.7

∗ Sulphur content in the empirical formula is negligible for the washed summer (S
0.02

) and

washed spring (S
0.008

) S. muticum.

Table 2

Proximate composition (dry weight, VS and ash content), A: V ratio, protein and polyphenolic content of FD and extensively washed spring and summer S.
muticum

% DW (n = 3) % VS of DW (n=3) % Ash of DW (n=3) A: V ratio Protein content (% of DW) Polyphenolic content (% of DW) (n=3)

FD Summer 89.1 ± 0.0 73.5 ± 0.7 26.5 ± 0.7 0.36 13.7 2.98 ± 0.13

Summer Washed 12.2 ± 0.1 86.4 ± 0.4 13.6 ± 0.4 0.16 13.2 0.58 ± 0.01

FD Spring 92.6 ± 0.1 73.1 ± 0.0 26.9 ± 0.0 0.37 19.2 0.80 ± 0.00

Spring Washed 11.2 ± 0.4 87.6 ± 0.3 12.4 ± 0.3 0.14 17.8 0.44 ± 0.02

Table 3

Highest net cumulative CH4 yield after 36 days, theoretical yield, biodegradability index (BI), and specific CH4 yield of FD and extensively
washed spring and summer S. muticum

Net CH4 Yield (mL CH4 g−1 VS) (n=3) Theoretical yield (mL CH4 g−1 VS) BI (%) Specific CH4 yield (L CH4 kg−1 WW)

FD Summer 128.2 ± 43.3 463.8 27.6 13.0

Summer Washed 170.7 ± 10.9 443.4 38.5 14.5

FD Spring 139.7 ± 39.0 397.0 35.2 19.7

Spring Washed 163.2 ± 25.6 470.2 34.7 16.1

Statistical similarities in the biodegradability and net CH4 yield af-
ter 36 days for the samples do not reflect the differences in the ele-
mental composition between summer and spring S. muticum samples
(p > 0.05) (Table 1). The C: N ratio of FD and washed summer sam-
ples (Table 1), which had a C: N ratio closer to those deemed optimal
in the literature (20–30) or 14 for kelp [33,34], would otherwise sug-
gest a higher biodegradability index and CH4 yield compared to FD
and washed spring samples. Additionally, A: V ratios were more than
halved by extensively washing samples for both seasons (Table 2), yet
CH4 yields were statistically similar to the FD samples (p > 0.05).

Although high sulphur content was suggested to negatively impact
CH4 yields, a difference of 0.1% DW in the sulphur content between the
two seasons (Table 1), and the negligible sulphur contents in the washed
samples suggest that sulphur content is unlikely to play a significant role
on the biodegradability in this experiment. Additionally, these results
suggest that differences in protein content of 5.5% DW between the FD
summer and spring samples (Table 2) have little influence on the final
CH4 yield of the BMP test for S. muticum.

3.3. Effect of extensive washing on specific CH4 yield

The specific CH4 yield could aid in the identification of the suitable
harvesting season and the evaluation of the effectiveness of washing
seaweed biomass for CH4 production, as it also takes into account the
moisture content and the influence of washing on VS content. Fig. 2
shows the mass of the VS and ash content of the washed and FD spring
and summer S. muticum that would be added to an AD reactor if 1 kg wet-
weight of S. muticum was processed in the manner described in Fig. 1.

Despite similar net yields of CH4 accumulated by day 36, the spe-
cific CH4 yields suggest that washing is unsuitable for spring samples
as washed spring-harvested samples showed a lower specific CH4 yield

of 3.6 L CH4 kg−1 WW relative to the FD spring samples (Table 3).
This could be related to the lower VS content of 42.4 g in washed
residues relative to FD spring samples (Fig. 2). Nevertheless, both FD
and washed spring samples have higher specific CH4 yields compared
to FD and washed summer samples (Table 3), suggesting that spring-
collected samples could be more suitable for CH4 production than the
summer-collected samples.

Washed summer samples produced a specific CH4 yield of
1.5 L CH4 kg−1 WW higher than FD summer samples despite the re-
moval of 16.8 g VS from FD summer samples (Table 3, Fig. 2). This sug-
gests the suitability of the summer samples for CH4 production could be
enhanced by washing.

3.4. Effect of season on rate of CH4 production

The profiles for the rate of CH4 production for each season were sig-
nificantly different (p < 0.05 for a two-way ANOVA between seasonality
and days after incubation) even though the net yields of CH4 accumu-
lated by day 36 were similar for FD spring- and summer-harvested sam-
ples, and similar for extensively washed spring- and summer-harvested
samples (see Table 3). FD spring-harvested S. muticum showed a rapid
increase in CH4 production, producing up to 80.6 mL CH4 g−1 VS in the
first 3 days. By comparison, FD summer-harvested samples showed a net
reduction in CH4 production from days 2 to 6; net positive CH4 produc-
tion started only after day 6. A significant lag in CH4 production of ca.
6 days was observed for washed summer-harvested S. muticum samples,
whereas no such lag was observed for washed spring-harvested samples
(Fig. 3).

The rapid increase in CH4 production from FD spring samples could
be partially related to higher availability of readily degradable sub-
strates that are easily converted to CH4, such as mannitol [35]. Younger
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Fig. 2. Mass balance of VS and ash content in the FD samples, dried wash solutions, and washed residues following the washing process (Fig. 1) of spring- and
summer-collected seaweed.

Fig. 3. Net cumulative CH4 production of
spring and summer FD and washed S. mu-

ticum over the BMP test (36 days). Error bars
are standard deviations (n = 3). Sum: Sum-
mer FD S. muticum; Spr: Spring FD S. muticum;
SumW: Summer washed S. muticum; SprW:
Spring washed S. muticum.

parts of S. wightii contain higher mannitol content compared to older
parts of the thallus, which have higher contents of cellulose and hemi-
cellulose that need to be hydrolysed before anaerobic metabolism to CH4
[37]. However, it may also depend on the relative contents of polyphe-
nolics: these were 3.8 fold higher in more mature summer FD samples
compared to spring FD samples (Table 2). Tabassum et al. (2016) sug-
gested high polyphenolic content as a significant factor in contribut-
ing to low CH4 yields regardless of high carbohydrate content, low ash
content and suitable C: N ratios [4]. Polyphenolic content was also in-
dicated to inhibit methanogenesis and the hydrolysis of more complex
substrates such as alginate, with a longer lag phase associated with high
polyphenolic content [36].

Additionally, microorganisms within the inoculum need adaptation
time to develop the mechanisms to hydrolyse the components of the sea-
weed. During AD of L. saccharina, alginate lyase activity was developed

to hydrolyse alginates after 3 days when the dissolved mannitol and
laminaran content was depleted [37]. Hence, the initial spike in CH4
production by FD summer samples on day 1 is likely to be due to the
utilisation of readily degradable substrates. The requirement for adap-
tation of the microorganisms in the inoculum (more commonly exposed
to cellulose from paper) to utilise the remaining substrates of seaweed
may be the contributory factor in causing the delay in CH4 production.
Different sources of inoculum and the inoculum-to-substrate ratio was
also indicated to impact the lag phases during AD [23,38].

3.5. Effect of extensive washing on CH4 production

A three-way ANOVA showed that washing has a significant effect on
CH4 production (p < 0.05). Additionally, the effects of washing on CH4
production is significantly influenced by seasonality shown by the sig-
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Fig. 4. First-order kinetics utilised to obtain the decay constant, k, determined from the slope of the curves. Sum: Summer FD S. muticum; Spr (P1, P2): Spring FD
S. muticum (Phase 1 and 2); SumW: Summer washed S. muticum; SprW: Spring washed S. muticum.

nificant interaction between washing and season (p < 0.05). In contrast
to the net cumulative CH4 production from summer samples which were
statistically influenced by washing (p < 0.05), spring samples were not
(p > 0.05).

Washing of spring S. muticum did not show a statistically significant
interaction between day, treatment and season on CH4 yields (p > 0.05).
Washed and FD spring S. muticum only showed statistical differences
between days 1 and 4, with washed S. muticum having a mean yield
of up to 44.9 mL CH4 g−1 VS lower than FD spring S. muticum within
these days (p < 0.05). This result coincides with those revealed by AD
of freshwater washed S. muticum: lower initial rates of CH4 production
in the initial stages of AD and no statistical difference in the final CH4
yield, relative to the unwashed seaweed, were found [9]. Hence, wash-
ing may remove soluble carbohydrates that are more readily converted
to CH4 [9]. Significantly lower CH4 production of 11.3 mL CH4 g−1 VS
by washed summer S. muticum on the first day relative to the FD summer
samples (p < 0.05) (Fig. 3) also supports this.

Washing of summer S. muticum showed a statistically significant in-
teraction between day, treatment and season on CH4 yields in the three-
way ANOVA (p < 0.05). This statistical difference started from day 13 to
the end of the BMP test (36 days), highlighting the importance of time
required for substrate hydrolysis and their conversion to CH4. Unlike FD
summer samples, washed summer samples did not show a net reduction
in CH4 production on days 2–6 relative to the inoculum control (Fig. 3).
Differences in CH4 production per day between FD and washed summer
S. muticum was statistically significant on days 2, 5, and 10–12, with
washed summer S. muticum producing up to 9.6 mL CH4 g−1 VS higher
than FD summer S. muticum (p < 0.05) (data not shown). Hence, exten-
sive washing may increase the bioconversion of summer S. muticum to
CH4.

Extensive washing may remove inhibitory compounds that limit the
hydrolysis of substrates in summer S. muticum, where polyphenolic con-
tent was 80.5% lower in washed summer samples relative to FD summer
samples (Table 2). Alternatively, scanning electron microscopy revealed
that washing seaweed with water can erode seaweed surfaces [39]. De-
ionised water was also used for cell disruption of seaweed samples via
osmotic shock [40,41]. Extensive washing may, therefore, modify the
cell architecture of seaweed, increasing the surface area for hydrolysis,
allowing for higher CH4 production rates. Hence, the removal of in-
hibitory compounds, the increase in surface area for hydrolysis, or the
combination of these factors may be contributing to the lack of net re-

duction in CH4 production from days 2 to 6 and the higher CH4 produc-
tion rates from washed summer S. muticum relative to the FD summer
samples (Fig. 3).

3.6. Effect of extensive washing on process dynamics

Lag phases of FD and extensively washed summer samples, calcu-
lated by the modified Gompertz model, are 5.9 and 4.8 days, respec-
tively. The non-linear decay constant of summer samples (Fig. 4) indi-
cates a change in the degradation rate with time. Both of these substrates
have the same maximum decay constant of 0.14 day−1. The shape of the
slopes, however, indicate that extensively washed summer samples have
higher decay constants during the BMP test, with the highest difference
of 0.01 day−1 between the two substrates, suggesting a higher over-
all degradation rate of extensively washed summer samples. This small
difference could be related to the loss of readily utilisable substrates.
The positive impacts of washing summer S. muticum are indicated by
the shorter lag phase and higher degradation rate. These characteris-
tics may make washed summer samples more suitable substrates for AD
compared to FD summer samples [24].

The decay constant of FD and extensively washed summer samples
are higher than extensively washed spring samples after days 12 and 11,
respectively. Extensively washed spring samples have a decay constant
of 0.08 day−1. Comparatively, the biodegradation of FD spring samples
appears to be biphasic; with a fast initial decay of substrates at a con-
stant of 0.81 day−1 in the first 10 days, followed by a decay constant of
0.18 day−1 for the remainder of the BMP test. The higher degradation
rate and the lack of lag phase indicate that its components are more
easily digestible by microorganisms in the inoculum compared to the
summer samples. The biphasic CH4 production has been attributed to
potential inhibitors of AD and the presence of components with differ-
ent degradation rates [42]. Overall, these results indicate the negative
impact of extensively washing spring samples on its hydrolysis rate, and
subsequently, on CH4 production.

Further biochemical analyses of the carbohydrate, fibre and lipid
content of the biomass are required to fully understand the differences
in CH4 production. This may also help to elucidate other methods that
can be undertaken to further enhance CH4 yields and ultimately use S.
muticum for biofuel production. As freshwater is a valuable resource,
further optimisation steps to reduce the use of freshwater and techno-
economic studies to evaluate whether the benefits from additional CH4
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production outweighs the use of freshwater are needed. Additionally,
analysis and identification of water-soluble compounds whichmay serve
as potential valuable products from the wash solutions of summer sea-
weed may make this process more environmentally and economically
viable.

4. Conclusion

Washing of summer S. muticum increased its biodegradation rate dur-
ing AD compared to the unwashed biomass. Differences in the response
to washing were evident between spring- and summer-harvested S. mu-
ticum, both in terms of the initial rate of production and the degradation
rates, indicating that seasonal variation in the biochemical composition
of the seaweed has a significant impact on the bacterial digestion pro-
cesses. The reasons for the differences in the rate of CH4 production are
not clear, but may reflect the relative availability of easily digested sug-
ars and more complex substrates coupled to the requirement for a shift
in bacterial population dynamics and/or induction of suitable enzyme
systems. The potential removal of readily utilisable substrates may hin-
der other effects achieved by washing that may have beneficial impacts
on CH4 yields. The relative carbon content in S. muticum that are in-
creased by washing, revealed through ultimate analysis, do not always
translate to higher CH4 yields. Further biochemical analyses are, there-
fore, required to comprehend differences in CH4 production yields over
the BMP test from summer and spring S. muticum. Additional CH4 en-
hancements, process optimisations, and analysis of wash solutions from
S. muticum are needed for a more environmentally and economically
viable process to produce biogas from S. muticum.
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Strict enforcement of government policies to integrate high generation share from renewable energy sources
(RES) like wind and PV would create inevitable operational challenges for the utilities to deliver Frequency
Response (FR) services. Uncertain RES generation characteristics would worsen the situation for SO, to detain
initial frequency deviation following the largest generation outage. This necessitates investigation of optimal
generator combination for securing PFR adequacy with simultaneous characterization of uncertainty. In this
regard, this paper proposes a novel Modified Interval (MI) based optimal generationmix formulation for operation
cost minimization and FR adequacy. RES uncertainty is characterised by forecasted upper and lower bound, while
hourly ramp needs are based on the net load scenarios. Proposed model is assessed on one area IEEE reliability
test system. Rate of change of frequency (ROCOF) and frequency deviation are considered as network security
limits to obtain optimal generation mix. Results obtained provide, overall cost performance, PFR and optimal
generation mix, without violating system security criteria. This model would certainly assist SO, to enhance
system’s inertia and PFR adequacy at short-term system operations and could be extended for long-term planning
framework.

1. Introduction

Over the last decade, quantum of electricity generation from fos-
sil fuel-based generation sources has reduced, while generation share
of renewable energy sources (RES) has increased rapidly over the same
period [1]. The Europe’s energy targets for 2020-2030 are to accom-
modate at least 45% generation from RES [2]. Recent study by the Na-
tional Renewable Energy Laboratory shows that the United States can
generate 80% of its electricity from RES by 2050 [3]. As the generation
mix of a power system evolves away from traditional generation units,
behavior of the power system in response to a power imbalance also
changes. Increasing RES share in overall generation mix would pose ad-
ditional formidable challenges from the technical and economical per-
spectives [4,5]. Uncertain RES generation characteristics would create
several new challenges for System Operator (SO) in terms of Frequency
Response (FR) adequacy. Recent studies on FR assessment in global in-
terconnections like European interconnections, Western interconnection
and Eastern interconnections, USA, indicate FR reduction over the last
years [6,7]. One of the main causes for this reduction is displacement of
synchronous generators with non-synchronous RES generation. Hence,
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FR assessment with large RES is an issue of concern for the SO aiming
to enhance the power system security.

Displacement of conventional generation reduce system’s inherent
FR ability like inertia and PFR, to control dynamic changes in system
frequency in contingent conditions. System FR reduction would result
in frequent generation-demand imbalance. Hence, there would be large
frequency deviations, following inevitable contingencies. FR service is
automatic corrective measures deployed by the system, in response to
frequency deviations [8,9].

RES integration could lead to both diversifications of generation
sources and increase in overall cost due to the additional resource re-
quirement for flexibility and hence secure system operation [10,11].
National Grid, United Kingdom reports observed that there would be
significant increase in PFR requirements over the next decade. Over the
next 5 years this amounts to an increase of 30-40% [12]. This requires
efficient generation mix by balancing the profits of generation source
variation and system security cost with the PFR provision.

PFR requirement analysis is done for the quantification of variabil-
ity and uncertainty of the RES [13–15]. It is observed that the PFR re-
quirements could be partly compensated by the interaction of different
type of loads and wind power [13]. Another scenario-based study is per-
formed for different combinations of wind, solar and ocean wave power
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Nomenclature

Indexes and sets

t, T Index and set of time period.
i, I Index and set of generator units.
b, B Index and set of linear segments of generator cost curve.
j, J Index and set of generator start-up costs.
Gng Generator set with disabled governor.
w, W Index and set of wind farms.
pv, PV Index and set of PV plants.

Variables

G i, t Unit i output power in time interval t (MW).
𝐺
𝑠

𝑏,𝑖,𝑡
Cost curve segment b power output for unit i in time
period t (MW).

S i, t Combined start-up and shut down cost of generator
i in time interval t ($).

Su i, t, j Decision variable, start-up cost matrix for generator
i during time t for cost segmentj.

𝜒 i, t Decision variable, generator up/down status for
generator i during hourt.

𝜒
up

𝑖,𝑡
, 𝜒

dn

𝑖,𝑡
Decision variable, generator start-up/down status
for generator i starts up in time periodt.

𝛾 i, t Decision variable, headroom availability status for
generator i in time t.

𝑃
nad

𝑖,𝑡
∕𝑃 ss

𝑖,𝑡
PFR available from generator i at nadir /steady-
state time t (MW).

P i, t Total PFR from generator i at time period t (MW).
Δfnadir /Δfss Frequency deviation at nadir/steady state (Hz).
𝛿 i, t Generator i governor status at time t.

System parameters and constants

LFt Forecasted load in time period t (MW).
LNt Net Load at time period t (MW).
Api Rated apparent power of generator i (VA).
𝑊

av

𝑡,𝑤
∕𝑃𝑉 av

𝑡,pv
Available wind & PV power from wind farm w

& PV plant pv at time period t (MW).
Wp /PVp Wind & PV penetration (%).
Wcap /PVcap Installed wind & PV capacity (MW).
𝐺

max
𝑖

∕𝐺min
𝑖

Generator imaximum/ minimum output (MW).
𝑅
up

𝑖
∕𝑅dn

𝑖
Generator i ramp up/down limit (MW/h).

Su𝑐
𝑖,𝑗

Generator i start-up cost of segment j($).
f 0 Nominal frequency (Hz).
ΔP Infeed loss (MW).
LD Load damping rate (1/Hz).
tde PFR delivery time (s).
Δf max Maximum frequency deviation (Hz).
fss Steady state frequency (Hz).
𝐻

𝑖
∕𝐻𝐿

𝑖
Inertia constant of generator/ Lost generator
i(s).

𝐻
eqload Equivalent load inertia (s).

tss /tnadir Time to reach steady-state/ nadir frequency (s).
fnadir Nadir frequency (Hz).
𝑃
𝐶∕𝑃𝐶 nad∕𝑃𝐶 ss PFR requirement, overall / at nadir/ at steady-

state (MW).
Hsys /Hreq System Inertia available/requirement (MWs).
𝐺
db

𝑖
∕𝐺dbmax

𝑖
Generator governor dead band/ maximum per-
missible dead band i (Hz).

𝐷
𝑒

𝑖
∕𝐷

𝑖
Equivalent droop/ governor droop of generator
i (Hz/MW).

generation for computation of PFR requirements caused due to uncer-
tainty. It is concluded that PFR requirements and uncertainty is reduced
with RES mix [14,15]. Diversified RES mix provides smooth generation
portfolio. Hence, generation predictability would increase and probabil-

ity of extremes values would decrease. This would result in reduction in
overall system FR requirements.

A generation mix model is proposed in a security-constrained gener-
ation expansion model, considering the uncertainties of wind and load
[16]. However, primary reserve constraints to handle uncertain wind
generation is not considered. A robust optimization-based generation
mix is proposed [17]. The proposed methodology handles the load de-
mand uncertainty. However, in robust formulations, the uncertainty
range at each optimization interval is defined as upper and lower bound
on net load. Therefore, ignores the probability of a specific uncertainty
realization within the given range [18].

Conventional and RES technology have an idiosyncratic effect on
system frequency and there is limited understanding of FR adequacy
with various generation mix characteristics. FR capability of the system
is highly dependent on optimal generator commitment decisions. Thus,
a detailed study of optimal generation mix under uncertain wind and PV
generation is necessary for understanding SO’s FR adequacy problem in
the right perspective. A prior understanding of optimal generation mix
with secured PFR in future low carbon power system would corroborate
SO to maintain a secure and stable power system.

In the above context, this paper puts forward the following contri-
butions:

(i) Propose a novel exposition of optimal generation mix with the objec-
tive of reduced operation cost while maintaining systems’ FR ability.

(ii) Assess PFR adequacy with diversified generation mix.
(iii) Model RES uncertainty with pragmatic characterization in the gen-

eration mix optimization problem.
(iv) Analyse overall cost for different generation mix cases.

Prior information of system FR with optimal combination of con-
ventional and RES generation could support SO, to efficiently handle
inevitable contingencies, like largest infeed loss.

In rest of the paper: Section III discusses problem formulation. In Sec-
tion IV, proposed methodology is described. In Section V, mathematical
formulation is provided. Results are discussed in Section VI, while Sec-
tion VII discusses the relevant conclusions.

2. Problem formulation

In the proposed model ROCOF and frequency nadir, initial genera-
tion mix, system data and net load profile are the inputs. It considers
thermal, hydro, nuclear, uncertain renewable wind and PV units as can-
didate generators, and provides generator combination mapped with
frequency security criteria and total cost under this mix as outputs. In
this work generation from wind and PV is given priority as candidate
generators, considering environmental concerns. The formulation con-
siders the candidate generator addition to the initial generation mix,
stage by stage following network security parameters. Candidate gener-
ator selection at any stage is based on the frequency security criteria like
ROCOF and maximum frequency deviation limit. Wind and PV genera-
tion uncertainty is characterized and represented in the proposed model
for the pragmatic problem formulation.

2.1. RES uncertainty characterization

Power system operations like generation scheduling and dispatch
are decision-making problem. Decisions obtained through these oper-
ations impact the system security and reliability. Wind and PV power
uncertainty makes this problem more critical [19]. Accurate modeling
of involved uncertainties is necessary to solve these decision-making
problems. Wind and PV generation variability is characterized by an
Autoregressive Integrated Moving Average (ARIMA) model. ARIMA is
one of the benchmark time series-based model used for generation and
load forecasting [20]. A stationary time series data is required as input
to autoregressive (AR) and moving average (MA) model. Load, wind and
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Fig. 1. Interval scenarios (red) with changeover constraints (grey).

PV time series data is non-stationary and requires differentiation tech-
nique to obtain stationary time series data before applying in ARIMA for
modelling. Eq. (1) is formulated to obtain the first order differentiation.

Δ𝛼
𝑡
= 𝛼

𝑡
− 𝛼

𝑡−1 = (1 − 𝛽)𝛼
𝑡

(1)

Where,Δis the backward difference operator, 𝛼t and 𝛼
𝑡−1are the tth

& 𝑡 − 1th time series data respectively, 𝛽 is the backward shift operator.
After differentiation, ARIMA(p, d, q)value is obtained using Eq. (2).

𝜃
𝑝
(𝛽)Δ𝑑

𝛾
𝑡
= 𝜑

𝑞
(𝛽)𝜀

𝑡
(2)

Where, 𝜃p (𝛽)is the AR operator, Δ d is the dth order difference,
𝜑 q (𝛽)is theMA operator, p is AR order, q is MA order, ɛ t represents nor-
mal distribution of arbitrary number series with zero mean and 𝜎2

𝜀
vari-

ance. Suitable model order is obtained through observation of Autocor-
relation Function (ACF) and Partial Autocorrelation Function (PACF).
ACF and PACF plot provides the MA and AR order through observation
of the zero cut off at tth time period.

2.2. Modified interval based optimal generation mix

MI based generation mix model is incorporated to minimize the over-
all operation cost under uncertain wind and PV generation with the aim
to determine optimal generator combination [21,22]. In this formula-
tion features of computationally fast interval optimization and econom-
ical stochastic optimization models is included to improve day-ahead
unit scheduling. In MI based approach, PV and wind variability is char-
acterized by ramp up and down scenarios, formulated within the fore-
casted upper and lower limit as shown in Fig. 1 . Hourly ramp needs of
formulated scenarios depend on net load. Thus, it precisely represents
the expected RES output. In MI based approach, problem is formulated
with Mix Integer Linear Programming (MILP) constraints with the aim
to minimize the operating cost of central forecasted scenario of wind
and PV generation, nw and npv .

Objective function shown by Eq. (3) includes start-up cost, no-load
cost and running cost of each generating unit. Non-linear cost function
is converted to linear segments using piece wise linearization.

min𝐶𝑜 =
∑
𝑡∈𝑇

∑
𝑖∈𝐼

(
𝑠𝑢

𝑖,𝑡,𝑗
+ 𝐿𝑛

𝑖
∗ 𝜒

𝑖,𝑡
+
∑
𝑏∈𝐵

𝐶𝑠
𝑖,𝑏

∗ 𝑔𝑠
𝑏,𝑖,𝑡,𝑛1

𝑤,pv

)
(3)

Optimization problem is subject to power balance constraints as (4).

∑
𝑖∈𝐼

𝐺
𝑖,𝑡
= 𝐿𝑁

𝑡
∀𝑡 ∈ 𝑇 (4)

𝐿𝑁
𝑡
= 𝐿𝐹

𝑡
−
∑
𝑡,𝑤

(
𝑊

𝑝 ∗ 𝑊 av ∗ 𝑊 cap
)

−
∑
𝑡,pv

(
𝑃𝑉

𝑝 ∗ 𝑃𝑉 av ∗ 𝑃𝑉 cap
)

(5)

Eq. (5) calculates the net load as the difference of forecasted load and
generation by RES. Other constraints like generator start-up cost, mini-
mum up/down time and ramping constraints are formulated as proposed
in [21].

2.3. Frequency security limits based generation mix optimization

In this section, generation mix optimization sub-problem is formu-
lated with FR constraints. This formulation would work as a perfor-
mance evaluator for the main problem. System data and demand pro-
file is used to evaluate the total generation costs and PFR cost for the
required time period. Generation mix is restructured with the expan-
sion and contraction of some generation technologies. Hence, invest-
ment cost, Cinvest of generators is considered in the total cost, Ctotal . In
this work, wind and PV generation expansion is considered. Large in-
tegration of wind and PV would create reliability and system security
issues. Hence, this would give rise to loss of load probability or under
frequency load shedding issues and in turn incur societal cost. This cost
is considered through increase in PFR requirements. ParameterPR is the
price per MW, primary response capacity from the conventional gener-
ation plants. For simplicity, PFR price is assumed equal for different re-
sponsive conventional generation. The optimization problem could now
be represented as (6)

min𝐶 total = 𝐶
𝑜 + 𝐶

invest + PR ∗
∑
𝑡∈𝑇

∑
𝑖∈𝐼

(
𝑃
𝑖,𝑡

)
(6)

Subject to following frequency security constraints:
ROCOF max should respect minimum Hsys in case of maximum infeed

loss, as shown in Eq. (7).

𝐻sys =
∑

𝑖∈𝐼 𝐻𝑖
∗ 𝐴𝑝

𝑖
∗ 𝜒

𝑖,𝑡
− Δ𝑃 ∗ 𝐻𝐿

𝑖

𝑓0
≥
||||

Δ𝑃
2 ∗ ROCO𝐹max

|||| (7)

Constraint (8) takes care of available system inertial response, such
that ROCOF max does not violate protection setting and cause instabil-
ity.
∑
𝑖∈𝐼

{
𝜒
𝑖,𝑡
∗ 𝐻

𝑖
∗ 𝐺max

𝑖

}
+𝐻

eqload ∗ 𝐹𝐿
𝑡,
≥ 𝐻req ∀𝑡 ∈ 𝑇 (8)

Constraint (9) ensures PFR adequacy after system inertial response
is exhausted.
∑
𝑖∈𝐼

𝑃
𝑖,𝑡
≥ 𝑃

𝐶 − LD ∗ 𝑡de ∗ Δ𝑓max

𝑓0
, ∀𝑡 ∈ 𝑇 (9)

Eqs. (10)–(16) provides governor droop setting and governor setting
for providing PFR [23]. In (10) equivalent droop curve is estimated and
given in Hz/MW. Eq. (11) ensures PFR adequacy following large fre-
quency variations. Eqs. (12) and (13) maintain headroom availability
and governor droop. Eq. (14) ensures generator commitment for en-
abled governor. Eqs. (15) and (16) assign𝛿value zero for blocked gover-
nor mode and generators with high governor deadband.

𝐷
𝑒

𝑖
=

𝐷
𝑖
∗ 𝑓0

𝐺
max
𝑖

, ∀𝑖 ∈ 𝐼 (10)

𝑃
𝑖,𝑡
≤

𝛿
𝑖,𝑡

𝐷
𝑒

𝑖

(
Δ𝑓max − 𝐺

db

𝑖

)
, ∀𝑖 ∈ 𝐼,∀𝑡 ∈ 𝑇 (11)

𝐺
𝑖,𝑡
+ 1
𝐷
𝑒

𝑖

(
Δ𝑓max − 𝐺

db

𝑖

)
≥ 𝐺

max
𝑖

∗ 𝛿
𝑖,𝑡

−𝐺max
𝑖

∗ 𝛾
𝑖,𝑡
, ∀𝑡 ∈ 𝑇 ,∀𝑖 ∈ 𝐼 (12)

𝑃
𝑖,𝑡
≥

Y
𝑖,𝑡

𝐷𝑒
𝑖

(
Δ𝑓max − 𝐺

db

𝑖

)
−𝐺max

𝑖

(
1 − 𝛿

𝑖,𝑡

)
,∀𝑖 ∈ 𝐼,∀𝑡 ∈ 𝑇

(13)

𝛿
𝑖,𝑡
≤ 𝜒

𝑖,𝑡
∀𝑖 ∈ 𝐼, ∀𝑡 ∈ 𝑇 (14)
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Fig. 2. Flow diagram of the FR constrained generation mix.

𝛿
𝑖,𝑡
= 0 ∀𝑖 ∈ 𝐺ng, ∀𝑡 ∈ 𝑇 (15)

𝐺
db

𝑖
≤ 𝐺

dbmax
𝑖

+ 𝑓0
(
1 − 𝛿

𝑖,𝑡

)
,∀𝑖 ∈ 𝐼,∀𝑡 ∈ 𝑇 (16)

Eq. (17) determines the quasi-steady-state frequency value. It de-
pends upon generator PFR capacity, infeed loss value, load damping
rate and forecasted demand. Its value should be less than Δfnadir .

Δ𝑓 ss =
Δ𝑃 − 𝑃

𝑖,𝑡

LD ∗ 𝐿𝐹
𝑡

≤ Δ𝑓nadir (17)

3. Methodology

In this paper novel exposition of FR constrained generation mix opti-
mization is proposed to uphold the system security criteria considering
RES uncertainty and largest infeed loss of the system. Proposed method
is complex to solve directly by single optimization. In this paper an in-
novative technique is proposed to handle the problem using two-stage
optimization. Proposed work flow is shown in Fig. 2 .

First objective would take care of sub-operational problem with
RES uncertainty characterization, while addition of candidate genera-
tors from available generation technology and resulting generation mix
based on frequency security criteria is evaluated by second objective.
At first, initial generation mix is evaluated using MILP based MIUC, and
examined whether the frequency security criteria are violated. If it is
violated, that shows the generation mix is already at optimal state, oth-
erwise optimization would follow next step.

Based on initial generation mix, assuming U units are added to form
the final generation mix without violating system security parameters.
The optimization is divided into Ucycles. In each cycle, one unit would
be added as candidate generator and system security parameter is eval-
uated. Program is terminated, if security limit reaches. If ROCOF and
frequency deviation limit is not violated, another unit would be added
into the generation mix for the 𝑢 th cycle. The (𝑢 + 1)th cycle decisions
would be determined by the optimal generation mix obtained for 𝑢 th
cycle, by repeating the above steps. The program would iterate U times
to obtain optimal mix.

Fig. 3. Actual and forecasted load curve for peak load day [16].

Fig. 4. ACF plot for wind power data.

4. Case study

This section demonstrates the application of the proposed optimal
generation mix model on standard one area IEEE RTS [24]. Peak de-
mand and installed capacity of the system is 2850 MW and 3405 MW
respectively. Wind and PV plant of 50 MW capacity is considered in this
work, mapped with the system buses. Nominal frequency, governor set-
tings, load damping rate and PFR time are considered as per National
Grid standards [25]. Fuel cost is obtained from [26]. PFR cost is consid-
ered as 6$/MW, similar to the [27]. ROCOF of 1.2 Hz/s is considered
for the studied test system [28]. There are two nuclear generators of
largest capacity of 400 MW, outage of one is considered in this work.
PFR requirement is considered 30% of system’s total responsive capac-
ity. Maximum generator governor dead band is considered as 100 mHz.
Simulation work is carried out in GAMS 24.2.3 using CPLEX 12.6.0, MIP
solver with 0.1% duality gap and MATLAB on Intel Core i7 with a 2.2-
GHz processor and 8 GB RAM.

Table 1 shows each generator parameters. This model considers FR
parameters of different generation types. Hence, separate model for each
generation type is avoided. Since, wind and PV generation expansion
are considered in this work, generator data is modified to include the
parameters for these RES. Actual and forecasted demand for peak load
day is shown in Fig. 3 .

4.1. Wind and PV generation uncertainty modeling

In case of wind uncertainty modelling, first differentiation of time
series data provides stationary data series. Therefore, suitable value of
dis one. It could be inferred from ACF and PACF plot of Figs. 4 and 5 ,
that both plots cut off after first lag. Hence, ARIMA (1, 1, 1) model is
found suitable for wind power interval forecasting as shown in Fig. 5.
Value of AR and MA coefficients are 0.619 and 0.614 with white noise
variance as 0.983.
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Table 1

Generator parameters [16].

Unit Type 𝐺
up

𝑖
(MW) Number of units installed H

i
(s) D

i
(p.u.) Gdb(mHz) Cinvest ($/kW)

Oil/Steam 12 5 2.6 0.05 15 962

Oil/CT 20 4 2.8 0.05 15 714

Hydro 50 6 3.5 0.05 15 2500

Coal/Steam 76 3 3.0 0.05 15 1610

Oil/Steam 100 3 2.8 0.05 15 962

Coal/Steam 155 3 3.0 0.05 15 962

Oil/Steam 197 3 2.8 0.05 15 962

Coal steam 350 3 3.0 0.05 15 1610

Nuclear 400 2 5.0 0.05 15 1610

Wind 50 1 - - - 1240

PV 50 1 - - - 1260

Fig. 5. PACF plot for wind power data.

Fig. 6. Wind power intervals: Up (dotted line) and down (dashed lines) ramp
requirement.

In case of PV uncertainty modelling, ACF and PACF plots of
Figs. 7 and 8 depicts that ARIMA (3, 0, 0) model is appropriate for fore-
casting PV power interval. AR1, AR2 and AR3 values are 1.820, -1.031
and 0.383 and values of variance is 0.236. Wind speed data and PV ra-
diation data for the duration 01.01.2018 to 31.12.2018 is considered,
online available from Chicago, USA [29]. Fig. 9 show, forecasted PV
power interval for 24 hours with up and low bounds. Wind and PV power
forecasted intervals are considered in MIUC formulation for modeling
uncertainty considering five ramping scenarios. These ramping scenar-
ios are depicted as n1, central forecast scenario and 𝑛2, 𝑛3, 𝑛4&𝑛5 shows
odd and even hour ramp up/down needs based on net load, as shown
in Figs. 6 and 9. Hence, this consideration accurately captures wind and
PV power outputs.

Fig. 7. ACF plot for PV power data.

Fig. 8. PACF plot for PV power data.

Fig. 9. Hourly PV power intervals.
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Fig. 10. Frequency deviation in all the three cases.

4.2. Generation mix following frequency security limits

This section analyses the optimal generation mix following fre-
quency security criteria. Effect of largest generation outage on ROCOF
and frequency deviation is analysed and contribution from different gen-
erators is obtained. Three cases are considered: (i) Base Case (without
wind and PV) (ii) Wind as candidate generator (iii) PV as candidate
generator.

(i) Base Case (without wind and PV):

This case considers initial generation mix available with the test sys-
tem. It is observed from Figs. 10 and 11, ROCOF and frequency devi-
ation values are within the limit, i.e., maximum ROCOF is 1.088 Hz/s
and maximum frequency deviation is 49.818 Hz. This reflects sufficient
inertia and PFR availability with the system. Generation contribution
from different generators is shown in Fig. 11. As system frequency limit
is not violated; candidate generators like wind and PV could be added
to the initial generation mix.

(i) Wind as candidate generator:

In this case wind as candidate generator is added to the initial gen-
eration mix and system frequency security criteria are assessed. Wind
power contribution to feed the demand over the day is shown in Fig. 12 .
Effect of uncertain wind generation on frequency deviation and ROCOF
over a day could be seen from Figs. 10 and 12. It could be observed
that maximum value of ROCOF is 1.183 Hz/s and maximum frequency
deviation is 49.79 Hz. This is due to the fact that a smaller number of
conventional generators is committed to provide inertial response and
PFR. However, these limits are within the prescribed security criteria.

Most of the new wind power plants are run as variable speed wind
turbines and connected with the grids through converters, thus com-
pletely decoupling the wind inertia from the grid. Wind power plant con-
trol mechanism aim is to imitate the inertial response of conventional

synchronous generators and in particular the ability of autonomous re-
sponse to frequency changes. This imitates kinetic energy release or ab-
sorption like that of synchronous generators, thus wind power plant acts
as a dispatchable source [30]. Hence, additional RES generation unit
could be added to further assess the system FR adequacy.

(i) PV as candidate generator:

This case considers PV as candidate generator. Addition of PV along
with wind generating unit made ROCOF to reach the maximum limit of
1.195 Hz/ s while maximum frequency deviation reaches to 49.79 Hz/s
as shown in Fig. 13 . Non dispatchable wind and PV generating units
jointly feeds MWs of demand, hence commitment of conventional units
is lesser. This would result in high ROCOF and frequency deviation.
Now, further addition of RES generating unit would lead to violation
of considered frequency security criteria. Hence, obtained generation
mix is considered as the optimal generation mix for the considered test
system.

PFR contributions from generating units like Oil/CT, Coal/Steam,
Oil/Steam and Hydro in all the three cases are shown in Figs.14, 15,
16 and 17 respectively. It could be observed from Fig. 14 that Oil/CT
plant’s PFR contribution is for few hours in case of initial mix, how-
ever, in case of addition of wind generation, its magnitude and duration
are higher compared to both the cases. In case of addition of PV gen-
eration, PFR magnitude is constant for most of the time period. From
Figs. 15 and 16 , it could be observed that Coal/Steam and Oil/Steam
plant’s PFR contribution is almost similar for the addition of wind and
PV cases. In both, the cases magnitude of PFR is higher, because of their
higher capacity and number in the overall generation mix. In case of
Hydro generator as shown in Fig. 17 , PFR contribution is almost neg-
ligible for most of the time. However, its maximum contribution is for
the hour t18. Further, it is observed that in all three cases, nuclear-
generating units are weak in providing PFR and it is zero for the entire
time interval. Therefore, its contribution is not shown here.

Fig. 18 presents the overall PFR availability for all three cases. It
is observed that PFR contribution is higher for initial generation mix.
This is due to the fact that number of generators committed per hour is
higher. In case of addition of wind and PV unit, net load is reduced. This
would lead to displacement of conventional units, hence PFR availability
is reduced in both the cases. This PFR reduction would cause higher
frequency deviation and further lead to under frequency load shedding
if sufficient response is not provided.

4.3. Overall cost performance

This section discusses the cost performance for all the three cases.
It could be observed from Table 2 that operation cost reduces with the
addition of wind generation and reduces more with the addition of PV
unit along with wind. This reduction is because of displacement of con-
ventional units. Wind and PV unit’s operation cost is negligible, as they
are free from fuel cost.

Fig. 11. Initial generation mix.
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Fig. 12. Initial generation mix with wind as candidate generator.

Fig. 13. Initial generation mix with PV as candidate generator.

Fig. 14. PFR contribution from Oil/CT generating units.

Fig. 15. PFR contribution from Coal/Steam generating units.

Fig. 16. PFR contribution from Oil/Steam generating units.

Fig. 17. PFR contribution from Hydro generating units.
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Fig. 18. Available PFR in all the three cases.

Table 2

Cost performance.

Cases Operation Cost ($) Overall Cost ($)

Initial Generation Mix 499368.5783 44703368.58

Addition of wind 486216.2251 45930216.23

Addition of PV 480444.8847 47184444.88

Hence, these units are not adding any amount in overall operating
cost. Overall cost includes operation cost and investment cost. It could
be observed from Table 2 that this cost is increasing from initial gener-
ation mix case to addition of wind and PV units. As the investment cost
of wind and PV unit is higher. This would increase the overall cost.

5. Conclusion

This paper presents a novel exposition of MI based optimal gen-
eration mix formulation for inertial response and PFR adequacy with
RES generation expansion. Wind and PV uncertainty is characterized
using forecasted upper and lower interval with inter hour ramp require-
ments consideration based on net load scenarios. Hence, wind and PV
output is accurately captured. ROCOF setting and frequency deviation
is considered as frequency security limit to obtain optimal generation
mix. Results obtained provide system specific optimal generation out-
put, PFR contribution and overall cost performance from different gen-
erating units. Optimal generation mix is obtained through step by step
evaluation of system frequency security criteria. It is observed that PFR
requirement would increase with the RES expansion. Hence, additional
response is required to meet the same. Technologies like energy storage,
demand-response and electric vehicle could be envisaged to enhance the
PFR and maintain the system security in low carbon power system.

Proposed framework has potential to assist SO, to enhance system’s
inertia and PFR adequacy at short-term operations and could be en-
hanced for achieving economical generation mix considering network
security limits in a long-term planning framework. Proposed work could
be extended for long term planning by consideration of the emission
cost in operational level and assess its impact on the long-term emis-
sion target-oriented generation planning with the co-optimization of en-
ergy and ancillary service market for renewable generation expansion
together into one long-term generation planning model.
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a b s t r a c t

Radiative cooling (RC) shows good potential for building energy saving by throwing waste heat to the cosmos
in a passive and sustainable manner. However, most available radiative coolers suffer from low cooling flux. The
situation becomes even deteriorated in the daytime when radiative coolers are exposed to direct sunlight. To
tackle this challenge, an idea of employing both a spectrally selective cover and a spectrally selective emitter is
proposed in this study as an alternative approach. A comparative study is conducted among four RC modules with
different spectral characteristics for the demonstration of how the spectral profiles of the cover and the emitter
affects the RC performance. The results under given conditions show that the RCmodule with a spectrally selective
cover and a spectrally selective emitter (SC/SE) reaches a net RC power of 62.4 W/m2 when the solar radiation
is 800 W/m2, which is about 1.8 times that of the typical RC module with a spectrally non-selective cover and
a spectrally selective emitter (n-SC/SE). When the ambient temperature is 30 °C, the SC/SE based RC module
realizes a daytime sub-ambient temperature reduction of 20.0 °C, standing for a further temperature decrement
of 9.2 °C compared to the n-SC/SE based RC module.

1. Introduction

Radiative cooling (RC) is a completely passive cooling technology
that attracts increasing attention in the research community [1]. An RC
module mainly reaches a sub-ambient state by dissipating heat to the
deep outer space via the well-known “atmospheric window (8–13 𝜇m)”
[2]. RC is a phenomenon widely existing in nature. For example, RC
process is attributed to the surface frosting of grasses and leaves in later
autumn and the surface water freezing in a still lake in winter even
though the local ambient air is above the freezing temperature. Any
real-world object can radiate heat to the surroundings and meanwhile
receives heat from the outside environment according to the fundamen-
tal of heat transfer [3]. Therefore, if the outward radiative heat flux is
greater than the inward absorbed heat flux, a net RC effect is produced.

RC technology has great potential to be applied in the building sec-
tor due to its structural simplicity and environmental friendliness [4,5].
By combining RC collectors that consume no or negligible energy with
building envelops, a portion of building energy demand can be covered
by the building-integrated RC system in a renewable and green manner.
According to the architectural configuration, the RC module can gen-
erally be installed either on the facade [6,7], or the flat roof [8,9], or

∗ Corresponding authors.
E-mail addresses: yuehong.su@nottingham.ac.uk (Y. Su), peigang@ustc.edu.cn (G. Pei).

the pitched roof [10], especially on the non-sunward facing roof where
solar radiation usually remains at low levels and thus making possible
the daytime RC even with materials showing not extremely high solar
reflectance [11]. Generally, the building-integrated RC system can ei-
ther be designed as a passive or an active system. A passive RC system
such as a cool roof usually delivers coldness to the indoor space through
buoyancy-driven or reduces heat gain to the building mass by strongly
rejecting solar. radiation and radiating waste heat simultaneously, but
suffer from lower cooling performance and undesired cooling gain in
cold seasons [9]. By contrast, an active RC system supplies cooling en-
ergy to the indoor environment in a more effective way through a driv-
ing unit such as a water pump or a draft fan which consumes a small
amount of external energy [12]. The active RC system shows a higher
cooling capacity compared to the passive system and matches with the
seasonal energy demand better in buildings, but also bring unfortunate
side effect of adding complexity and operating cost to the system.

RC performance is highly influenced by local environmental condi-
tions. In general, a radiative cooler will reach a lower stagnation tem-
perature or offer a greater RC flux in an environment with lower rela-
tive humidity [13], less cloud coverage [14], higher altitude [15], and
lower solar intensity (for daytime RC application scenarios) [16]. Exper-

https://doi.org/10.1016/j.enbenv.2020.06.008
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Nomenclature

d distance/thickness, m;
𝜌 reflectance, -;
E radiation power, W/m2;
𝜎 Stefan–Boltzmann constant, -;
G solar radiation, W/m2;
𝜆 wavelength, μm;
h heat transfer coefficient, W/(m2·K);
𝛽 inclination angle, rad;
k thermal conductivity, W/(m·K);
𝜃 zenith angle, rad;
l length, m;
𝜏 transmittance, -;
Nu Nusselt number, -

Abbreviation and subscripts

Q thermal power, W/m2;
a ambient air;
Ra Rayleigh number, -;
c cover;
U Overall heat-transfer coefficient, W/(m2·K);
conv convection;
u wind velocity, m/s;
e emitter

Greek Symbols

rad radiation;
(𝜏𝛼) Transmittance-absorptance product, -;
rad_net net radiation;
𝜀 emissivity, -;
s sky

imental studies have demonstrated that an RC module with a daytime
cooling capacity in a quite arid region failed to realize the same effect
under a circumstance where the air is extremely humid [17]. The RC
performance will be deteriorated if the sky is cloudy, as a cloud is essen-
tially a cluster of water droplets and/or ice crystals which will severely
block the radiative heat transfer between the radiative cooler and the
extremely cold outer space; under such situation RC mainly happens
between the radiative cooler and the upper atmosphere where the tem-
perature is a couple of degrees lower than the earthbound bodies but
much higher than the deep universe. It is easy to understood that the
RC performance of an RC module will benefit from higher altitude, as
the higher the ground is, the thinner air becomes and thus the less the
atmosphere radiates heat to the RC module and obstructs the upward
thermal emission from the RC module. The solar radiation is the most
sensitive factor which influences the RC performance. Basically, the RC
power is one order lower than the intensity of solar radiation, hence a
tiny addition of solar energy will cause a large increment of stagnation
temperature or a great decrement of net RC power or even evanish the
RC effect.

Considering that the above uncontrollable environmental parame-
ters affect the RC performance to a large extent, one can sustain RC in
an active way by regulating the spectral profiles of the RC module itself.
Although RC technology had been restricted to nighttime application for
many years, daytime radiative cooling (d-RC) has been realized in recent
years due to the realize of radiative emitter with near-ideal spectral se-
lectivity. In 2014, Fan’s group [18] designed and prepared a spectrally
selective photonic radiative cooler which shows extremely high solar
reflectance and high emissivity in the “atmospheric window”. The ra-
diative cooler can be cooled to 4.9 °C below ambient temperature when
exposed to direct sunlight exceeding 850 W/m2. Fan et al.’s work [18] is
widely seen as a milestone in the development of RC technology. There-
after, RC saw rapid development towards scalization, high-efficiency,

affordability, and reliability, etc. With the increasing advancement in
regulating the spectral profile of the radiative emitter in micro- and
nano-scales, RC has been involved in outdoor personal cooling [19,20],
passive cooling of solar cells [21,22], and nighttime power generation
[23,24], etc. Particularly, many researchers have attempted to enhance
the RC capacity by optimizing the spectral selectivity of the radiative
emitter in a easier, cheaper, and more scalable way [25–29]. For the re-
alization of RC to the greatest extent, the emitter of an RCmodule should
at least possess the highest possible emissivity in the “atmospheric win-
dow” to strongly dump long-wave radiative heat to the sky [30]. Mean-
while, the emitter shall exhibit the highest possible reflectance in other
bands, allowing the emitter to reject radiative heat from the local envi-
ronment and to reach the lowest possible stagnation temperature [31].
For radiative coolers that aim to effectively work during the daytime
under a high-level incident solar radiation, in particular, the emitter is
restricted to show a reflectance of around 95% or even more in the solar
spectrum (0.2–3 𝜇m) in order to reject the vast majority of solar radi-
ation [18,32]. For spectrally selective nighttime radiative coolers, on
the other hand, the emitter only has to show spectral selectivity in the
middle- and far-infrared wavelengths, regardless of its spectral profile in
the solar radiation band. d-RC is supposed to be more suitable for build-
ing energy saving of office and commercial buildings in which energy
consumption mainly takes place during the daytime [33]. The spectral
characteristic of the ideal d-RC emitter is shown in Fig. 1 (red line).
The AM 1.5 (AM = air mass) solar spectrum is a widely adopted physi-
cal quantity in solar energy technologies and is defined as the spectral
distribution of solar intensity projected onto the earth’s surface with an
incident angle of about 48.2 °C [34].

The relatively low power density of d-RC modules, compared to that
of the vapor compression refrigerator, is the main barrier for its promo-
tion to real-world applications [35]. Though scholars have successfully
developed near-ideal d-RC emitters with solar reflectance greater than
95%, the d-RC module still suffers from low-level RC flux during the
daytime and there is little space for further development of the emitter
regarding sunlight rejection. Besides, even a 1% improvement of solar
reflectance under such a big base figure may involve massive efforts.
While the effect of spectral modification of the emitter is widely appre-
ciated by researchers, the great impacts that can result from controlling
the spectral property of the convection cover are frequently not consid-
ered to be too profitable. The cover in an RC module is mainly used to
limit the convection cooling loss as the emitter approaches its stagnation
temperature. The most common cover material employed in existing RC
modules is the low-density polyethylene (LDPE) film which shows high
transmittance throughout the concerned bands from solar spectrum to
far-infrared region, that is, the LDPE film presents no spectral selectivity
in these bands [36]. Therefore, an extra opportunity brings out by de-
veloping spectrally selective covers that match better with the spectral
requirement of d-RC cover [37,38]. Equipping with a cover that shows
high solar reflectance while high mid-infrared transmittance can boost
the net RC cooling power of a typical d-RC device to nearly 100 W/m2

[37]. Provided the cover works as a mid-infrared transparent solar ab-
sorber, the underneath radiative cooler can also be free from the expo-
sure of sunlight and reach a deep sub-ambient temperature [38]. How-
ever, the cooling potential of a radiative cooler can be further enhanced
by employing a cover with better spectral selectivity. As is shown in
Fig. 1 (blue line), the ideal d-RC cover should show high transmittance
within the “atmospheric window” to allow thermal radiation from the
emitter to go through freely. Besides, the cover should show low trans-
mittance (high reflectance) excluding the transparent window, espe-
cially in the solar spectrum for d-RC applications, indicating that the
cover can act as a guardian rejector to rebound most of the solar ra-
diation and only allow a small fraction of sunlight projecting onto the
emitter which also shows strong solar reflectance. Preparing a spectrally
selective cover that can simultaneously achieve high solar reflectance
and long-wave transmittance is challenging but engineering accessi-
ble [39–41], especially with the booming development in micro- and
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Fig. 1. Spectral characteristics of the ideal cover and emitter for daytime radiative cooling.

Fig. 2. Section structure of the radiative cooling module.

nano-material technologies. The cold mirror that has been widely ap-
plied in infrared instruments is a good candidate that meets the spectral
selectivity of d-RC cover [42,43].

Though the effect of the spectral selectivity of the cover on the cool-
ing performance of the radiative cooler has been experimentally demon-
strated [37,38], a systematic parametric study can be further conducted
to elucidate the underlying mechanisms of the spectral profile of the
cover. In the present study, therefore, we quantificationally character-
ized the performance enhancement of the RC module equipped with a
spectrally selective cover via heat transfer analysis. A mathematic model
is developed for calculating the cooling performance of the RC module
under different working conditions. Four RC modules, with different
spectral profiles of the cover and emitter, is selected and compared with
each other to demonstrate the effect of spectral selectivity on the key
performance indicators, i.e., stagnation temperature and net RC power,
of the modules.

2. Description of the RC module

The RCmodule present in this study is shown in Fig. 2 , which mainly
includes a convection cover and an emitter, associated with some insula-
tion materials below the emitter. The basic functions of the cover and in-
sulations are suppressing convective and conductive cooling losses. The
emitter of the RCmodule, with a dimension of 0.4 × 0.4 m, is placed hor-
izontally to get the maximum view factor relative to the sky and thus
get the best RC performance [44]. The vertical distance between the
cover and the emitter is 0.03 m. A 60 mm-thick layer of phenolic foam,
with a thermal conductivity of 0.028 W/(m·K) served as the insulation
material.

According to the spectral profiles of the cover and emitter, four dif-
ferent RC modules is proposed as follows:

• The RC module with a spectrally non-Selective Cover and a non-
Selective Emitter (n-SC/n-SE)

• The RC module with a spectrally non-Selective Cover and a Selective
Emitter (n-SC/SE, the most common RC device in previous studies)

Fig. 3. The spectral profile of the cover and emitter of the four RC modules.

• The RC module with a spectrally Selective Cover and a non-Selective
Emitter (SC/n-SE)

• The RC module with a spectrally Selective Cover and a Selective
Emitter (SC/SE)

The spectral profile of the cover and emitter of the four RC modules
are detailed in Table 1 and Fig. 3 . It is clear that the cover transmittance
and emitter emissivity in the “atmospheric window” is 0.9 and 0.95 re-
spectively for all the four RC modules as a base for the RC feature. The
spectral difference among the four modules lies in other bands aside
from the “atmospheric window” (hereafter referred to as the “other
bands”). For those modules with a spectrally non-selective cover, the
cover transmittance in the other bands is 0.9 but switch to 0.05 for
those modules with a spectrally selective cover. For those modules with
a spectrally non-selective emitter, the emitter emissivity in the other
bands is 0.95 but switch to 0.05 for those modules with a spectrally se-
lective emitter. The schematic diagram of the SC/SE based module is
further shown in Fig. 4 .

3. Mathematic model

A steady-state mathematic model is developed for the characteriza-
tion of the RC performance of the four modules. The following assump-
tions are adopted to simplify modeling and analysis [45]:
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Table 1

The spectral profile of the cover and emitter of the four RC modules.

Spectral profile n-SC/n-SE n-SC/SE SC/n-SE SC/SE

Cover transmittance in the “atmospheric window” (𝛼 = 0.05) 0.9 0.9 0.9 0.9

Cover transmittance in the other bands (𝛼 = 0.05) 0.9 0.9 0.05 0.05

Emitter emissivity (absorptivity) in the “atmospheric window” 0.95 0.95 0.95 0.95

Emitter emissivity (absorptivity) in the other bands 0.95 0.05 0.95 0.05

Fig. 4. Schematic diagram of the radiative cooling module
equipped with a spectrally selective cover and emitter.

• The spectral properties of the cover and emitter are independent of
temperature.

• The temperatures of the cover and emitter are independent of direc-
tion.

• The cover and emitter are considered as diffusers; thus, their spectral
properties are independent of angle.

• The heat or cooling loss takes place along the four side edges of the
RC module is negligible.

As the RC module mainly consists of two components, namely, the
cover and the emitter, the mathematic model primarily comprises two
main equation sets, namely, (i) energy-balance equation of the cover
and (ii) energy-balance equation of the emitter.

3.1. Energy-balance equation of the cover

Take the cover as the control volume, it exchanges heat with the
ambient air, the sky, the emitter, and absorbs solar energy from the
sun. Therefore, the heat balance equation of the transparent cover is
expressed as follows:

ℎac
(
𝑇a − 𝑇c

)
+ ℎsc

(
𝑇s − 𝑇c

)
+ ℎec

(
𝑇e − 𝑇c

)
+ 𝛼c𝐺 = 0 (1)

where hac and hsc are respectively the convective and radiative heat
transfer coefficients between the cover and the local environment,
W/(m2·K); hec is the heat transfer coefficient between the cover and the
emitter, W/(m2·K); Ta, Tc, Ts, and Te are the temperatures of the ambi-
ent air, cover, sky, and emitter, respectively, K; 𝛼c is the absorptivity of
the cover in the solar spectrum; and G is the solar radiation, W/m2.

The sky temperature is derived as follows [46]:

𝑇s = 0.0552𝑇 1.5
a (2)

The convective and radiative heat transfer coefficients between the
cover and the environment are calculated as Eqs. (3) and (4), respec-
tively [47]:

ℎac = 2.8 + 3.0𝑢a (3)

and

ℎsc = 𝜀c𝜎
(
𝑇
2
s + 𝑇

2
c
)(
𝑇s + 𝑇c

)
(4)

where ua is the wind velocity, m/s; 𝜀c is the cover emissivity; and 𝜎 is
the Stefan–Boltzmann constant.

The heat exchange between the cover and the emitter consists of
two parts, i.e., heat convection and heat radiation. The heat transfer
coefficient can be calculated as follows:
ℎec = ℎec_conv + ℎec_rad (5)

The convective heat transfer coefficient between the cover and the
emitter is written as follows [3]:

ℎec_conv =
Nu ⋅ 𝑘a
𝑑ec

(6)

where Nu is the Nusselt number; ka is the thermal conductivity of air
between the cover and the emitter, W/(m·K); and dec is the vertical dis-
tance of the air gap, m.

For a rectangular enclosure with inclination angles ranging from 0°
to 75°, if Te > Tc, then the Nusselt number can be calculated as follows
[3]:

Nu = 1 + 1.44
(
1 − 1708 ⋅ (sin 1.8𝛽)1.6

Ra ⋅ cos 𝛽

)[
1 − 1708

Ra ⋅ cos 𝛽

]+

+

[(
Ra ⋅ cos 𝛽
5830

)1∕3
− 1

]+

(7)

where the + exponent indicates that only positive values are used for
terms within the square brackets; in case of negative values, zero is used;
𝛽 is the inclination angle of the collector, rad; and Ra is the Rayleigh
number.

If Te < Tc, then the Nusselt number is expressed as follows [48]:

Nu = 1 +
[
0.364

𝑙e
𝑑ec

𝑅𝑎
1∕4 − 1

]
sin 𝛽 (8)

where le is the length of the emitter, m.
If Te = Tc, then no heat convection occurred between the cover and

the emitter. Therefore, the Nusselt number is equal to zero.
The radiative heat transfer coefficient between the cover and

the emitter, considering the transmittance of the cover and the
multiple-reflections between the two components, is derived as follows
[45]:

ℎec_rad =
𝛼c𝜀e𝜎𝑇

4
e − 𝛼e𝜀c𝜎𝑇

4
c(

1 − 𝜌c𝜌e
)
⋅
(
𝑇e − 𝑇c

) (9)

where 𝜀e is the emitter emissivity; 𝛼c and 𝛼e are respectively the absorp-
tivity of the cover and the emitter; 𝜌c and 𝜌e are the reflectance of the
cover and the emitter, respectively.
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3.2. Energy-balance equation of the emitter

Take the emitter as the control volume, it exchanges heat with the
cover, the sky, the hypothetical backside working medium, and with the
ambient air through the backside thermal insulation, as well as absorbs
solar energy from the sun. Therefore, the heat balance equation of the
collecting surface is expressed as follows:
𝑈ae

(
𝑇a − 𝑇e

)
+ ℎec

(
𝑇c − 𝑇e

)
+ (𝜏𝛼)e𝐺 −𝑄rad_net ±𝑄output = 0 (10)

whereUae is the overall heat transfer coefficient between the emitter and
the local environment, W/(m2·K); (𝜏𝛼)e is the effective transmittance–
absorptance product of the RCmodule;Qrad_net is the net radiative power
of the emitter, W/m2; Qoutput is the heat (“-” sign) or cooling energy
(“+” sign) extracted from the emitter in order to maintain the emitter
at a set temperature, W/m2. Obviously, Qoutput will turn to zero if the
emitter reaches its stagnation temperature.

The backside thermal insulation and the backboard are two thermal
barriers between the emitter and ambient air. The heat convective coef-
ficient between the backboard and ambient air is equal to that between
the cover and ambient air since the backboard and cover are both in flat-
plate structures. Therefore, the overall heat transfer coefficient between
the emitter and the local environment is calculated as follows [49]:

𝑈ae =
1

1
ℎac

+ 𝑑b
𝑘b

(11)

where db is the thickness of the back insulator, m; and kb is the thermal
conductivity of the back insulator, W/(m·K).

The effective transmittance–absorptance product of the module is
derived as follows [46]:
(𝜏𝛼)e =

𝜏c𝛼e

1 −
(
1 − 𝛼e

)
𝜌c

(12)

where 𝛼e is the absorptivity of the emitter; and 𝜏c and 𝜌c are respectively
the transmittance and reflectance of the cover.

The net radiative power of the emitter is written as follows:
𝑄rad_net = 𝑄rad_e −𝑄rad_se. (13)

The outward radiation of the emitter (Qrad_e) is computed as follows
[50]:

𝑄rad_e =
∫

∞

0

[
𝐸b,𝜆

(
𝑇e
)
⋅
(
1 − 𝜌c,𝜆

)
− 𝜀c,𝜆 ⋅ 𝐸b,𝜆

(
𝑇c
)

1∕𝜀e,𝜆 −
((
1 − 𝜀e,𝜆

)
∕𝜀e,𝜆

)
⋅ 𝜌c,𝜆

]
d𝜆 (14)

where Eb,𝜆 is the spectral radiation power of the blackbody,W/(m2∙𝜇m);
𝜌c,𝜆 and 𝜀c,𝜆 are respectively the spectral reflectance and emissivity of
the cover; and 𝜀e,𝜆 is the spectral emissivity of the emitter.

The radiation from the sky to the emitter Qrad_se is expressed as fol-
lows [50]:

𝑄rad_se = 2
∫

∞

0 ∫

𝜋∕2

0
𝜀s,𝜆(𝜆, 𝜃) ⋅ 𝐸b,𝜆

(
𝜆, 𝑇a

)
⋅ 𝛼e,𝜆(𝜆, 𝜃)

× 𝜏c,𝜆(𝜆, 𝜃) sin 𝜃 cos 𝜃d𝜃d𝜆 (15)

where 𝜀s,𝜆 and 𝜏c,𝜆 are respectively the spectral emissivity of the sky
and transmittance of the cover; and 𝜃 is the zenith angle, rad.

The mathematic model was experimentally validated in a previ-
ous work focused on the thermal analysis of a combined photovoltaic–
photothermic–nocturnal radiative cooling (PV-PT-RC) module [50]. A
favorable consistency was observed between the experimental and sim-
ulated stagnation temperatures of the PV-PT-RC module. The geometric
structure of the PV-PT-RC module is similar to that of the present RC
module and hence the simulation results of this study are convincing.

4. Results and discussion

Based on the mathematic model developed in Section 3, we conduct
an extensive investigation on the performance of the four RC modules
under different working conditions. Standard operating conditions are
set before the simulation study, as listed in Table 2.

Table 2

Standard operating conditions for the RC module.

Parameter Value

Wind velocity (m/s) 2

Ambient temperature ( °C) 30

Relative humidity (%) 50

Solar radiation (W/m2) 800 (daytime) or 0 (nighttime)

4.1. RC performance in daytime

Fig. 5 illustrates the performance of the four typical RCmodules dur-
ing the daytime exposed to the sunlight directly with solar radiation of
800 W/m2. Different from the other three modules, the n-SC/n-SE based
module cannot achieve a d-RC effect in such a case. In fact, it shows
quite good solar heating performance during the daytime. Specifically,
its net solar heating power reaches around 605.1 W/m2 at zero-reduced
temperature (when the emitter temperature equals the ambient temper-
ature) and its stagnation temperature records about 92.6 °C. As the emit-
ter shows a high absorptivity of 0.95 in the solar spectrum and the cover
allows 90% of solar radiation to get through, most of the incident solar
energy is absorbed and then is dissipated into thermal energy which, in
turn, heats up the emitter of the n-SC/n-SE based module. On the other
hand, due to the high emissivity (0.95) in those bands outside the solar
spectrum, the n-SC/n-SE based module loses a part of long-wave ther-
mal emission and thus is expected to be inferior in thermal efficiency
than the typical solar thermal collector which is usually equipped with
solar selective absorbing coatings.

The other three modules, by contrast, show d-RC capacities and the
same changing trend as the emitter temperature increases. The cool-
ing performance of the n-SC/SE based and SC/n-SE based modules are
rather close. Their net RC power is respectively 35.7 and 33.8 W/m2

and their stagnation temperature is 19.2 and 19.8 °C, respectively. It
is indicated that, therefore, the approach that adopts a spectrally non-
selective emitter but a spectrally selective cover can be treated as an
alternative to the typical solution of employing a spectrally selective
emitter but a spectrally non-selective cover. This makes sense indeed
for those situations the emitter has to show high emissivity outside the
“atmospheric window” for other purposes but also has a demand for
d-RC. It is also clear from Fig. 5 that, by fully taking advantage of the
benefit from spectral selective cover and spectrally emitter together, the
SC/SE based module presents much better cooling performance than the
n-SC/SE and SC/n-SE based modules in such a daytime working condi-
tion with strong solar intensity. In specific, the SC/SE based module can
realize a stagnation temperature of approximately 10.0 °C, achieving a
further temperature reduction of 9.2 °C compared to the typical n-SC/SE
based module. Besides, the net RC power of the SC/SE based module
reaches about 62.4 W/m2, indicating that a performance improvement
of 74.8% is observed in this case. Therefore, applying the SC/SE based
structure offers a potential strategy for mitigating the challenge of im-
proving RC density. It is admitted that achieving a near-perfect spec-
trally selective cover is challenging. However, referring to the develop-
ment route of high-performing radiative emitter over the past few years,
it is conceivable to realize the desired spectrally selective cover in the
near future.

4.2. RC performance in nighttime

Along with the investigation of the four typical modules working in
daytime conditions, we also evaluated their performance in the night-
time case. As shown in Fig. 6, the cooling power of all the four modules
decline almost linearly as the emitter temperature decreases. Unlike the
situation in the daytime, the net RC flux of the n-SC/n-SE based mod-
ule is even slightly greater than the rest of RC modules in the night-
time, with the value approaches 83.9 W/m2. This is because the high
emissivity in the other bands also promotes the cooling performance
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Fig. 5. Performance of the four RC modules in a day-
time condition.

Fig. 6. Performance of the four RC modules in a nighttime condition.

by realizing a net inward cooling flux when the emitter temperature is
higher than a certain level which depends on certain conditions. In the
present study, for example, the cooling density of the n-SC/n-SE based
module is greater than the n-SC/SE based and SC/n-SE based modules
when the emitter temperature is higher than 27.4 °C and is superior to
the SC/SE based module when the emitter temperature is higher than
28.5 °C. However, the cooling power of the n-SC/n-SE based module
declines much faster than that of the rest three modules as the emitter
temperature decreases, resulting in a much higher stagnation tempera-
ture. In this study, the nighttime stagnation temperature of the n-SC/n-
SE based module is 15.6 °C, which is over 10 °C higher than that of the
n-SC/SE based, SC/n-SE based, and SC/SE based modules. Considering
that the n-SC/n-SE based module also shows a good daytime solar heat-
ing capacity, as demonstrated in Section 4.1, it has the potential to be a
dual-functional collector and provide both heat and cooling energy for
buildings [35].

Fig. 7. Performance of the four RC modules at different ambient temperatures.

The changing curve of the cooling power for the n-SC/SE based and
SC/n-SE based modules is nearly overlapped in nighttime working con-
ditions, indicating that their nocturnal cooling performance is more or
less the same. Their net RC power and stagnation temperature are about
77.0 W/m2 and 5.6 °C, respectively. Distinct from the case in the day-
time, the cooling performance improvement by employing the SC/SE
based structure is not that much in the nighttime condition. Compared
to the typical n-SC/SE based module, the net RC flux of the SC/SE based
module only increases relatively by 3.5%, and a further stagnation tem-
perature reduction of only 1.8 °C is observed. Therefore, for the night-
time RC application, it may not make much sense to equip the module
with both spectrally selective cover and emitter. It is more feasible to
employ only a spectrally selective cover or a spectrally selective emitter
considering the preparation cost.

256



M. Hu, Suhendri, B. Zhao et al. Energy and Built Environment 2 (2021) 251–259

Fig. 8. Performance of the four RC modules under different solar radiation.

4.3. RC performance under different ambient temperatures

Cooling energy is more required in high-temperature weather. There-
fore, we also assessed the RC performance of the four modules in an ex-

tended range of high ambient temperatures, and the results are shown
in Fig. 7 . Higher ambient temperature leads to higher emitter temper-
ature and thus greater outward thermal emission of the emitter. As the
solar radiation is set at 800 W/m2, the n-SC/n-SE based module cannot
achieve the cooling effect and its net solar heating power decreases grad-
ually from 605.1 to 591.3 W/m2 as the ambient temperature increases
from 30 to 40 °C. In contrast, the other three modules exhibit enhanced
cooling performance as the ambient temperature increases. The SC/SE
based module still shows the best cooling behavior among the four mod-
ules, with the net RC power increases from 62.4 to 75.4 W/m2 as the
ambient temperature elevates from 30 to 40 °C. The n-SC/SE and SC/n-
SE based modules exhibit close net RC power, with the values being
about 35 and 47 W/m2 when the ambient temperature is respectively
30 and 40 °C.

4.4. RC performance under different solar radiation

As the solar intensity is a key factor that affects the cooling perfor-
mance of the RC module in the daytime. We further studied the cooling
performance of the four modules under different solar radiation, and the
results are shown in Fig. 8 . The cooling performance of the n-SC/n-SE
based module is very sensitive to the solar intensity, with the cooling
power descends sharply from 83.9 to 0 W/m2 as the solar radiation in-
creases from 0 to around 100W/m2, indicating that the n-SC/n-SE based
module is unable to realized RC effect in most daytime situations. The

Fig. 9. Coupling effect of emitter temperature and solar radiation on the performance of the four modules at the ambient temperature of 30 °C.
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Fig. 10. The cooling capacity of the SC/SE based module with different spectral
profiles (relative to the cooling performance of the n-SC/SE based module).

cooling power of the n-SC/SE based module is getting greater than that
of the SC/n-SE based module as the solar radiation increases, but the
gap is tiny even at a very high solar intensity of 800 W/m2. The SC/SE
based module is the least sensitive to the solar radiation regarding cool-
ing performance, with the cooling power decreases gradually from 79.7
to 62.4 W/m2 as the solar radiation goes up from 0 to 800 W/m2. Be-
sides, as the solar radiation increases, the superiority of the SC/SE based
module in terms of cooling performance comparing the typical n-SC/SE
based module magnifies. As is shown in Fig. 8, the cooling power im-
provement rises from 3.5% to 74.7% as the solar radiation increases
from 0 to 800 W/m2.

4.5. Coupling effects of emitter temperature and solar radiation

Emitter temperature is another key parameter, in addition to solar
radiation, that affects the cooling performance. In this section, therefore,
we examined the coupling effect of emitter temperature and solar radi-
ation on the performance of the four modules, as the results presented
in Fig. 9. It is clear from the contour plots that greater cooling power
will be gained at higher emitter temperature and lower solar radiation
for all the four modules. As illustrated in Fig. 9(a), the n-SC/n-SE based
module cannot achieve a sub-ambient d-RC effect as the solar radiation
is greater than 100 W/m2. The contour plots of the n-SC/SE based and
SC/n-SE based modules are quite similar, with the sub-ambient d-RC
effect can be realized in nearly half of the situations. By contrast, the
SC/SE based module can reach a sub-ambient d-RC effect in most situ-
ations, except in those the emitter temperature is extremely low or the
solar radiation is rather higher, further demonstrating that the SC/SE
based module is more suitable for d-RC application scenarios.

4.6. Compromised strategy to daytime radiative cooling for the SC/SE

based module

As demonstrated in the above Sections, the SC/SE based module
shows much better cooling performance than the n-SC/SE based struc-
ture that is widely adopted in reported studies, but it may be the case in
real-world applications that achieving near-perfect spectral properties
for the cover and the emitter simultaneously is laboursome and costly.
But from another point of view, the SC/SE idea provides a compromised
strategy to realize effective d-RC by using not very elaborated cover and

emitter. Fig. 10 illustrates the cooling capacity of the SC/SE based mod-
ule with different spectral profiles under solar radiation of 800 W/m2

by comparing it to the cooling power of the n-SC/SE based module. The
contour plot is divided into three zones, namely, disabled zone, weak-
ened zone, and enhanced zone. The words “disabled zone” signifies that
in this area the SC/SE based module is unable to achieve d-RC in such
an environmental condition due to the poor spectral selectivity of both
the cover and the emitter. In the weakened zone, the SC/SE based mod-
ule can realize d-RC but its performance is inferior to the n-SC/SE based
module with a near-perfect emitter regarding spectral selectivity. The
emphasis lies in the enhanced zone as the SC/SE based module shows
better d-RC performance than the n-SC/SE based module in this section.
The larger the enhanced zone is, the more leeway leaves for compro-
mises regarding the spectral selective of the cover and the emitter. While
the n-SC/SE based module requires an emitter that reflects around 95%
of solar radiation, the SC/SE based module can reach a same cooling
performance by, for example, employing an easily engineered emitter
that reflects only 86% of solar radiation (𝛼 = 0.14), associated with a
cover that shows solar transmittance of 0.14.

5. Conclusions

In the present work, four different types of RC modules with individ-
ual spectral profiles are proposed to demonstrate the effect of spectral
selectivity on the RC performance under different environmental con-
ditions. A mathematic model is developed to conduct the simulation
analysis and help to draw the following main findings:

(1) The n-SC/n-SE basedmodule cannot achieve d-RC inmost of the day-
time situations but has the potential to be a dual-functional collector
for daytime heating and nighttime cooling.

(2) The SC/SE based module shows a net RC power which is 1.8 times
that of the typical n-SC/SE based module in a daytime working case,
but the nocturnal performance enhancement by applying the SC/SE
based structure is not distinct.

(3) The SC/SE based module can reach the sub-ambient d-RC effect in
most situations, except in those the emitter temperature is extremely
low or the solar radiation is rather higher.

(4) The SC/SE based structure offers an opportunity to achieve d-RC
by employing devices equipped with moderate spectrally selective
cover and emitter.

Overall, the idea of using spectrally selective cover and emitter to-
gether contributes an alternative strategy to alleviate the challenge of
effectively running d-RC devices in real-world applications. Further re-
searches should attach primary importance to potential cover materials
with fitted spectral selectivity, as well as mechanical strength weather
fastness.
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a b s t r a c t

Various systems and technologies have been developed in recent years to fulfil the growing needs of high-
performance HVAC systems with better performance of energy efficiency, thermal comfort, and occupancy health.
Intensified conditioning of human occupied areas and less intensified conditioning of surrounding areas are able
to effectively improve the overall satisfaction by individual control of personalized micro-environments and also,
achieve maximum energy efficiency. Four main concepts have been identified chronologically through the devel-
opment of personal environmental conditioning, changing the intensified conditioning area closer to the human
body and enhancing conditioning efforts, namely the task ambient conditioning (TAC) system, personal envi-
ronmental control system (PECS), personal comfort system (PCS), and the personal thermal management (PTM)
system. This review follows a clue of the concept progress and system evaluation, summarizes important findings
and feasible applications, current gaps as well as future research needs.

1. Introduction

Building related energy consumption increases strikingly with the
ever-higher demand on building conditioning due to frequent heatwaves
and cold spells in recent years [1]. People spend 80-90% of their daily
time in indoor environments [2]. Sick building syndrome (SBS), one of
the most commonly seen phenomena caused by poor indoor air qual-
ity, has become a serious concern for modern offices. SBS could cause
headaches, dizziness, sore eyes and throat, or reduction of productiv-
ity [3]. A high concentration of pollutants may further induce chronic
respiratory diseases and even a reduction of the life expectancy [4].
Under spatially uniform conditioning, the occupants cannot be effec-
tively prevented from indoor air pollutants. Meanwhile, energy waste
is unavoidable because of the intensified conditioning for non-occupied
spaces.

Abbreviations: AC, Air cooling; AH, Air heating; ASHRAE, American Society of Heating Refrigerating and Air-Conditioning Engineers; CH, Chemical heating;
CHC, Chemical heating clothing; COP, Coefficient of performance; EC, Evaporative cooling; EH, Electric heating; EHC, Electrical heating clothing; FH, Fluid heating;
HVAC, Heating, ventilation, and air conditioning; HYC, Hybrid cooling; ITVOF, Infrared transparent and visible opaque fabrics; LC, Liquid cooling; PCC, Personal
cooling clothing; PCD, Personal comfort device; PCMC, Phase change material cooling; PCMH, Phase change material heating; PCMs, Phase change materials; PCS,
Personal comfort system; PE, Polyethylene; PECS, Personalized environmental control system; PEM, Personal environment module; PES, Personalized exhaust system;
PI, Passive insulation; PMV, Predicted mean vote; PP, Polypropylene; PPD, Predicted percentage dissatisfied; PTMS, Personal thermal management systems; PV,
Personalized ventilation; RH, Relative humidity (%); SBS, Sick building syndrome; TAC, Task ambient conditioning; TCV, Thermal comfort vote; TEC, Thermoelectric
cooling; TECU, Thermoelectric energy conversion unit; TSV, Thermal sensation vote.

∗ Corresponding author.
E-mail address: dr.famingwang@gmail.com (F. Wang).

Buildings consume around 20% to 40% of the total energy consump-
tion. If it keeps the status quo, the rate of building energy consump-
tion growth would have an annual increase of around 2%. The colossal
amount of energy consumption also led to serious environmental prob-
lems. Energy efficiency becomes an urgent call for governments and
societies in most countries. Reduction in energy consumption could not
only result in economic savings but also environmental improvements
[1].

The Predicted Mean Vote/Predicted Percentage Dissatisfied
(PMV/PPD) model and adaptive model were commonly used for eval-
uating occupants’ thermal comfort. A uniformed indoor environment,
which is considered acceptable for over 80% percent of occupants,
is provided for all occupants, leaving around 20% percent of people
unsatisfied. To achieve a higher satisfaction ratio among groups of
people with large individual differences, the heating, ventilation, and
air conditioning (HVAC) system is required to be operated at a higher

https://doi.org/10.1016/j.enbenv.2020.06.007
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performance level, which ends up with a larger amount of energy
consumption but a relatively slight satisfaction ratio increment. New
systems, considering individual difference, were developed as a solution
for solving the dilemma. As a non-uniformed conditioning system, the
new system provides a thermally comfortable micro-environment to
each user, which allows personalized control of the micro-environment.
Combining with the conventional HVAC system as a background
system, the new system has been proved having the capability of
ensuring over 90% percent of occupant’s thermal satisfaction, elevating
inhaled air quality (convective manner by fresh air) while reducing a
significant amount of energy consumption [5–7].

This paper describes the concept development of personal environ-
mental conditioning systems in a chronological order. Beginning from
early 1990s, the concept of “Task Ambient Conditioning (TAC) System”
was proposed by combing several relatively conventional strategies such
as zoning and occupant-defined comfort to provide individual occupants
better thermal comfort. The controlled area included the occupant and
a part of his/her working area [8]. In the 2000s, the “Personalized En-
vironmental Control System (PECS)” emerged as a further development
of TAC. A PECS focuses not only on occupant thermal comfort improve-
ment but also takes the air quality in the occupied area into considera-
tion. The controlled area shrank to the torso or head of the human body
[9]. Two sub-concepts, “Personal Comfort System (PCS)” and “Person-
alized Ventilation (PV) System”, aiming at enhancing thermal comfort
and air quality respectively, were proposed. The two sub-concepts were
applied to different conditions. After PECS, the concept was developed
again with “Personal Thermal Management System (PTMS)” added in.
PTMS are primarily focused on the enhancement of occupant thermal
comfort. The controlled area is the microclimate close to the user’s skin.
The usage of PTMS enabled the conditioned area moving closer to users
rather than being limited in a fix position [10].

Presently, a very limited number of reviews have been published on
the conditioning of personal micro-climate [11–13]. The review paper
by Veselý and Zeiler [11] did not distinguish the TAC system and PECS,
rather than discussing the thermal comfort and energy performance of
the concept as a whole. Godithi et al. [12] overviewed technologies of
personal environmental control systems (PECS) including task/ambient
control (TAC) and personal ventilation (PV) systems. The most recent
development on the personal thermal management systems (PTMS) has
not reviewed. More recently, Rawal et al. [13] comprehensively sum-
marized various personal comfort system, but very limited information
was made on the personal thermal management systems. Another re-
view work comprehensively described numerous forms of ventilation
and air distribution systems, which included the PV system as a part of
the non-uniformed ventilation systems [14]. Studies of PTMS, as a con-
tinuation of the TAC and PECS, have not been systematically reviewed
and comprehensively evaluated yet. It should be mentioned that, in this
review, it is the authors’ intention to give brief introductions to TAC and
PECS, and an extensive overview was focused on PTMS.

During the development of aforementioned systems, the conditioned
area was gradually reduced and closed to the human body (Fig. 1). A
comprehensive review of the TAC, PECS and PTMS is given, in terms of
their energy performance, thermal comfort management, improvement
of air quality, and relative applications.

2. Methodology

To conduct the searching process, “task ambient conditioning”,
“personalized ventilation/cooling/heating”, “personal comfort manage-
ment”, “personal comfort system”, “personal comfort device”, “personal
environment control”, “wearable thermal devices”, “personal cooling
system”, “personal heating clothing” and related items were used as
keywords to search for influenced publications through the database
of ScienceDirect, Web of Science, Wiley Online Library, China National
Knowledge Infrastructure.

Academic publications that developed the concepts of aforemen-
tioned systems, implemented new methods and technologies to test the
system performance, improved forms and components of the system for
better overall performance, designed and tested new applications, tested
system performance in varying conditions, are considered strongly re-
lated with the focuses of this paper.

Experimental data that is commonly reported and consistent with
theoretical are extracted. Distinguishing values and extreme values that
are considered representative of the performance of the systems, and
the conditions they were found are extracted and discussed.

The reviewed publications are sorted by their publication dates, list-
ing with an order as TAC system, PECS, and PTMS in the references,
which gives a clear clue of how this paper develops and how each sec-
tion is formulated.

3. TAC (Task Ambient conditioning)

3.1. Working principle and available devices

TAC is a strategy that distributes thermally conditioned air to spec-
ified thermal zones surrounding the occupants. TAC allows occupants
regulate supply air (e.g. air velocity, supply air volume, supply air tem-
perature, supply air direction) to achieve a better effect of personal
thermal satisfaction [5,6,8,15–19]. TAC contributes to less intensifying
requirements of ambient environments, and thereby, to reduce energy
consumption as well as provide comfortable and healthy work environ-
ments [7]. Attentions were mainly paid to provide local thermal comfort
without supplying 100% fresh air. TAC systems were typically designed
for commercial office buildings. Forms of air terminal units of a TAC
system are commonly located closely to occupants. Different forms of
TAC systems may include raised-floor distribution unit, desk-mounted
unit, desk-edge-mounted type, ceiling-mounted grill, desk fan, desk-top
unit, partition unit, personal environment module (PEM), and combi-
nations of some of those systems, etc. In Fig. 2, commercially available
TAC systems, including PEM and ClimaDesk, are demonstrated.

Multiple experiments have been performed in controlled environ-
ment chambers by using thermal manikins and human subjects. Field
studies were also performed to analyze practical applications under non-
uniform thermal environments created by TAC systems. Most cases were
based on temperate and tropical climates. Few modules have the heat-
ing function. Questionnaire surveys were frequently used to measure
the impact of TAC system. Sitting and standing positions were all tested
while walking activity was seldom tested.

3.2. Cons and pros

TAC systems significantly improve thermal comfort. Supply air tem-
perature varies from 19°C to 25°C [20]. A temperature difference up to
2.5°C between the ambient environment and controlled area was ob-
served [6,15]. Higher air velocity was found preferred by occupants
without cool air supply. It is found that the occupants will generally
increase the supply air velocity when they gained control. The maxi-
mum air velocity was reported being raised to around 3 m/s in some
rare cases [15]. The supply air volume has a strong impact on stratifica-
tion [6]. With increasing supply air velocity, the risk of draft becomes
a serious concern. However, the initiative of control allowed a higher
tolerance of supply air velocity [6,18,21]. Although cool and fresh air
are preferred, occupants could show acceptability for surrounding air
temperature from up to 30.5°C with the usage of recirculating air [22].
Air velocity higher than the ASHRAE standard limitation was found ac-
ceptable and even preferred by occupants. Occupants commonly report
a higher level of satisfaction due to better temperature and ventilation
conditions compared with the conventional systems [15,23,24]. Under
increased activity levels, the desk-top conditioning system could main-
tain temperature in workstation 1-2°C lower than ambient.
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Fig. 1. The intensified conditioning area moving closer to the human body.

Fig. 2. Different prototypes of TAC systems [5–8].

Air quality, even not be intended, is believed to be another most af-
fected category by the TAC system, especially being found promoted in
the breathing level. The air change efficiency of the TAC system was re-
ported (1.4 to 2.7) higher than that of conventional displacement ven-
tilation [20,25]. To test the best performance of the floor-based task
ventilation system on improving indoor air quality, a task supply us-
ing 100% fresh air was conducted, and the age of air in occupancy
breathing level was found 20%~40% lower than that of the mixing
ventilation when supplying straight towards occupants. Concentration
of smoke particles when using the floor-based task ventilation system
could be 50% lower than the average workspace concentration. Stud-
ies found that the workspace controlled by TAC system could not be
completely protected from a pollution source located in adjacent work-
ing spaces under the operation of a task ventilation system. However,
the height where transmit pattern occurred is higher than the breathing
zone, which could leave seated occupants unaffected. A novel param-
eter, calculated by the Archimedes number of the supply jets and the
ratio of total supply flow rate divided by the magnitude of internal heat
loads, was proposed and found to have a linear relationship with the
change in the age of air with height, which could serve as a new strat-
egy of evaluation [26]. Up to 25% decrease of the probability of allergy
and up to 50% decrease that of sick building syndrome (SBS) could also
be expected by TAC based on currently existing technologies and pro-
cedures [27,28].

Applications of TAC system could contribute to economic benefits
by energy saving and cost reduction. By maintaining suitable thermal
comfort around the occupied area, ambient space conditions could be
controlled and maintained under a lower standard, which may result in
lower energy consumption of the background HVAC system. Up to 15%
of electricity usage could be saved by a TAC system comparing with us-
ing the conventional HVAC system (mixing ventilation) [7]. However,
under some circumstances, energy consumed by the air distribution sys-
tem could rise due to the increased amount of personalized air and in-
creased amount of fan in every air terminal device [24]. The increment
of occupant’s productivity, which will lead to a considerable amount of
economic interests increment, was believed to have a significant posi-
tive relation with high overall-satisfaction of the working environment
[7,9,17,19,27,29]. A reduction of illnesses, allergy, asthma symptoms,
and other building related diseases, by using TAC, was also announced
that could lead to an increase in productivity [27,28]. However, re-
ported annual productivity improvement only varied 0.08% to 2.8% due
to increased thermal comfort and air quality by the application of TAC
system alone [7].

There are still some research gaps remaining in this period of study
of TAC system. Although being claimed capable of operating the TAC
system to achieve thermal comfort in varying conditions, occupants typ-
ically operate the supply air velocity, direction, volume and other pa-
rameters infrequently (from daily to monthly) and insufficiently [30].
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Fig. 3. Different prototypes of PECS (PV) [31,34,37–39].

Usually, the optimal energy saving potential and thermal comfort im-
provement cannot be fully achieved.

4. PECS (Personalized Environmental Control System)

4.1. Working principle and available devices

The concept of PECS, emerging in early 2000s, is based on the TAC
system. Aiming to not only thermal comfort but also air quality, clean,
cool and dry air are supplied to occupants. The controlled area of some
PECS is narrowed down to occupants’ breathing zone [9,28].

Forms of PECS include desk mounted systems [31,32], desk-edge
mounted systems [20,25], ceiling mounted systems [33–36], chair-
based systems ([37], bed-based systems [38,39], and varying types of
combinations (Fig. 3).

During the development of PECS, a dichotomous branch of the stud-
ies was documented. What should PECS mainly focus on, thermal com-
fort or air quality? In this section, personalized ventilation (PV) system
is considered as one branch of PECS followed by the personal comfort
system (PCS) as another branch.

The PV system, mainly focuses on the capability of improving in-
haled air quality to avoid cross infection, sick building syndrome (SBS)
and other building related illness [9,28]. By supplying 100% fresh air,
PV system can significantly improve inhaled air quality in breathing
zone to achieve a triumph of strongly protecting users from cross infec-
tion and contaminant inhalation in high polluted area such as hospitals
and industrial circumstances, and places with a high occupant density
[40–44].

Supply momentum and temperature of personalized air are consid-
ered having a high impact on the performance of the PV system [40,45].
The supply airflow rate that has been put into test varies from 4 L/s up
to 23 L/s. In some cases, supply air velocity was reported could be ele-
vated up to 0.9 m/s [23,31,34]. Supply air velocity over 0.2 m/s could
break the thermal plume around the human body to reduce the mixture
of personalized air and ambient air. As a result, better inhaled air qual-
ity can be achieved [41]. The distance between air terminal devices
and occupants’ facial area also plays a critical rule in the inhaled air
quality. Therefore, the importance of proper air terminal devices design
which would determine characteristics of supplying airflow was exten-
sively studied by researchers. Several nozzles were designed and tested
to compare ventilation effects and energy saving potentials [34,46–48].
Several methods and indices were developed to evaluate the efficiency
of PV system. Compared with mixing ventilation, ventilation effective-
ness of the PV system is up to 50% higher.

Background ventilation system, working together with PV system,
has an impact on the pollutant removal efficiency [49–51]. Different
types of background ventilation system would cause different mixture
between personalized supply air and surrounding polluted air. The less
the mixture process, the better the inhaled air quality. With different
combinations of background ventilation systems, PV systems might have
different performances, not only for air quality but also on thermal com-
fort.

The performance of PV system for occupants with lying positions
was tested within ward and bedroom environments [38]. PV system
can provide a thermally neutral environment to users [39]. Sleeping
quality is also reported higher than conditions without the PV system
[52]. Cross infection between patients can be avoided in hospital wards
[53]. To provide more personalized air towards occupants’ breathing
area, a “Personalized Exhaust System” (PES) placing small exhaust ducts
around occupants has been introduced. PV system combined with the
PE system could extract exhaled air in a very short period of time and
increase the proportion of fresh air in inhaled air than the PV system
alone [54].

For personal comfort system (PCS), more attention is paid to the as-
pects of personal thermal comfort. In winter condition, radiant heat-
ing devices (e.g. footwarmer, legwarmer, kneehole radiant panels,
hand/palm warmer, heated chair, etc.) are mainly used to stimulate lo-
cal body segments (Fig. 4) [55–60]. Ambient room temperature can be
reduced to some extent. In summer condition, elevated air movement
created by different types of electric fans (e.g. ceiling fan, stand fan, ta-
ble fan, small USB fan, box fan, fan aided ventilated chair, etc.) or local
isothermal jets (e.g. nozzle, slot diffuser in desk or partition, etc.) can
improve thermal comfort by enhanced isothermal convective cooling
[56,61–67]. Ambient room temperature can be elevated to some extent.
Compared with negative draft for neutral-slightly cool thermal environ-
ments, elevated air movement can be regarded as a positive factor for
neutral-slightly warm thermal environments. By using aforementioned
PCS, the dead band can be expanded to achieve energy efficiency by less
intensified ambient heating/cooling during winters/summers [68].

4.2. Cons and pros

Without supplying fresh air into personal environments, PCS can
only improve personal thermal comfort but not inhaled air quality.
That’s why PV system, as one competitive alternative, is necessary es-
pecially for heavily polluted and infectious premises, although the limit
of extended air duct exists. As further development of PCS, PTMS im-
prove personal thermal comfort by moving closer to the human body
and further narrowing down personal environment by mainly consider-
ing attirement.

5. PTMS (Personal Thermal Management System)

In indoor environments, there are four adaptive ways to help occu-
pants achieve individual thermal comfort. In non-air-conditioned build-
ings, the most often used method to adjust indoor thermal environments
is the opening of windows and/or doors [69]. Opening windows is con-
sidered as the most favored measures to improve air quality as well as
the indoor thermal comfort. In air-conditioned buildings, HVAC is the
most popular measure to provide occupants thermal comfort conditions.
It has been well known that the use of HVAC systems results in enormous
energy consumption [70–73]. Besides, HVAC conditioned thermal envi-
ronments could only ensure up to 80% of occupant satisfaction [74].
Third, small personal comfort devices (PCDs) such as electric fans and
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Fig. 4. Different prototypes of PECS (PCS) [55–68].

radiators could also be used to improve individual thermal comfort [75–
80]. Compared to HVAC systems, PCDs consume much less heating or
cooling energy and the power consumption of personal comfort devices
is often less than 1500 Wh (watt-hour). The fourth method to main-
tain indoor thermal comfort is the adjustment of clothing [81]. Tradi-
tional clothing has a very limited capability to help occupants maintain
thermal comfort because traditional clothing serves as an unchangeable
thermal insulator between the human body and its surrounding envi-
ronment [82].

In recent years, the concept of personal thermal management
emerges as a promising approach to further enhance individual thermal
comfort as well as to help pushing building energy consumption to the
minimum limit [83,84]. The main goal of personal thermal management
is to help enhance heat exchange between an individual body and wear-
able systems such as clothing incorporated with wearable cooling and
heating devices. In hot indoor environments, PTMS enhance body heat
dissipation so that the body temperature could be maintained in ther-
mally neutral range. Conversely, in cool or cold indoor environments,
PTMS help occupants preserve body heat or even receive heat energy
from either the PTMS or the surrounding environment. Hence, PTMS
have a much high energy efficiency compared to other means such as
the usages of HVAC systems and PCDs. In addition, PTMS are portable,
flexible, light-weight and have almost no restrictions on body move-
ment. Besides, PTMS are environmentally and ergonomic friendly and
consume minimal energy.

Generally, personal thermal management systems may be catego-
rized into two main groups: PTMS incorporated with cooling and/or
heating modules and PTMS made of specially designed materials or
with unique structures. Presently, heating and cooling modules/units
may be incorporated with clothing include air ventilation fans, vortex
cooling unit, thermoelectric module, phase change materials (PCMs),
warmers, resistance wires, Janus fibrous membrane, conductive fabric
pads, solar heating systems, thermoelectric heater and coolers, portable
refrigerator, pre-cooled air or liquid circulating tubes, dry ice and
frozen gels [82,85–94]. PTMS made of specially designed materials
or with unique structures may include fabrics made with yarns en-
capsulated with PCMs, infrared transparent and visible opaque fabrics
(ITVOF), metallic nanowire-coated textiles, ultrathin graphene paper,
graphene and carbon-based materials, and moisture management tex-
tiles [10,83,84,95–100].

The concept of PTMS incorporated with heating and cooling devices
such as ventilation fans, fluid circulation tubing, PCMs, and resistance
wire is not new [101,102]. The energy draw of PTMS incorporated with

wearable heating/cooling devices is normally less than 30 W. Various
types of personal cooling clothing (PCC) have been developed during
past eight decades. In general, personal cooling mechanisms may be di-
vided into six categories: phase change material cooling (PCMC), evapo-
rative cooling (EC), liquid cooling (LC), air cooling (AC), thermoelectric
cooling (TEC) and hybrid cooling (HYC) combining more than one cool-
ing technique [89].

PCM cooling replies on PCMs such as frozen gels, ice, and paraffins
to provide body cooling during melting. PCMs should be placed closely
to the human body to draw body heat. Cooling effect of PCMs is deter-
minedmainly by PCM’s melting temperature, specific heat, latent heat of
fusion, total mass of PCMs, body coverage area, location of PCMs inside
clothing, ambient temperature, and insulation between PCMs and the
ambient environment [103–106]. For example, the larger the amount
of PCMs being incorporated into clothing, the better the cooling per-
formance. Unfortunately, the entire PCM cooling system will be heavy.
Existing PCM cooling vests weighs about 1.5–2.5 kg per piece. The ef-
fect of a cooling vest incorporated with PCM packs (total weight of 2.2
kg) on occupant thermal comfort at 34°C with RH=60% was examined
[87]. Results showed that the torso skin temperature of occupants was
decreased by 2-3°C and overall torso temperature remained at 33.3°C
during the 90 min experimental duration. Besides, overall thermal sen-
sation, torso thermal sensation and skin wittedness sensation have been
greatly improved by the PCM cooling vest.

EC may be achieved by wearing clothing incorporated with dry ice
or clothing with the capability to store moisture. Dry ice incorporated
clothing was found to be effective in mitigating heat strain in hot and
humid conditions, but they may cause local body cold discomfort due
to the huge amount of heat absorbed during sublimation [107,108].
Cooling performance of EC clothing with stored moisture is mainly de-
termined by ambient humidity and such EC clothing normally performs
good in dry environments because water evaporation is dependent on
the water vapour pressure gradient between the wetted surface and the
ambient condition. EC clothing is light, cheap, environmentally friendly
and convenient to be used as compared to other wearable cooling sys-
tems.

LC utilizes pre-cooled liquid, usually water, circulating in tubes over
the skin surface, to conduct the body heat away [102]. Performance of
LC clothing is affected by the inlet liquid temperature, tubing length,
the diameter of the tube, flow rate, body coverage area, location, tub-
ing density, clothing fit and cooling control modes [107]. LC is powerful
because water has a very high specific heat. Nevertheless, LC clothing is
normally heavy, bulky and cold water may cause condensation on the
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Fig. 5. A cooling collar incorporated with (a)
PCMs and (b) the portable liquid cooling vest.

tubing so that the wear comfort could be greatly affected (Fig. 5). LC
technique could also be used for fabricating cooling scarfs so that vi-
tal body parts such as the neck (where the carotid arteries are located)
can be cooled down in warm indoor environments. A LC collar was de-
veloped and the effect of LC collar was explored on occupant thermal
comfort at 33°C environment [86]. The liquid temperature was main-
tained at 16°C. Results demonstrated that the occupant thermal comfort
has been greatly improved by using the LC collar in the studied warm
environment.

AC utilizes circulated natural air or pre-cooled air to enhance convec-
tive heat loss at the body surface. Existing AC systems can be engineered
by incorporating arrayed fine hoses with pores into high elastic fabrics
to direct air flow to the skin surface. The air flow is powered by an air
compressor and sometimes a Ranque–Hilsch vortex tube could be ap-
plied to pre-cool the supply air. An AC system could also be fabricated
by mounting small air ventilation fans to clothing at discrete clothing
locations such as the lateral back [109,110]. Such AC clothing circu-
lates natural air to the clothing microclimate so that excessive body heat
could be dissipated to the ambient environments via convection and/or
evaporation. AC clothing powered by small fan units could greatly im-
prove indoor occupant thermal comfort in warm indoor environments
at 32°C [90]. Air ventilation clothing consumed only about 5 Wh energy
whereas PCDs such as a traditional desk fan has a power consumption of
40 Wh. Hence, the use of air ventilation cooling clothing could provide
7-8% more energy saving as compared to desk fans. The AC shirt could
also significantly reduce the occupant local temperatures at the scapula
and the chest in a hot environment (38°C, 45%RH) [111]. Occupants
reported cooler TSVs during the initial 10 min after the AC shirt was
worn. However, the cooling effectiveness of the AC shirt was not high
on occupants while performing light office work under the studied high
temperature.

Over the past decade, the use of thermoelectric cooling (TEC) to fab-
ricate PTMS has garnered considerable research attention. Thermoelec-
tric devices are developed based on the so-called Peltier–Seebeck ef-
fect. Thermoelectric cooler serves as a micro heat pump that creates a
heat flux at the junction of two types of materials, which can be used
to generate either cooling or heating energy. Solid-state thermoelectric
modules are compact, light-weight, reliable, environmentally friendly
for refrigeration and more important, the cooling power is readily ad-

justable. A portable thermoelectric energy conversion unit (TECU) was
developed and incorporated into clothing [93]. A micro blower contin-
uously supplies TECU cooled ambient air to the clothing microclimate
through a tree-like rubber tube network, which was knitted into the
TEC clothing. An axial fan was located at the air rejection side. Ther-
mal manikin tests showed that the TEC clothing could provide a cool-
ing power of 24.6 W and expand the building temperature setpoints
by around 2.2°C. Thereby, the use of TEC clothing could result in 15%
building energy saving. Further, thermoelectric modules could also be
designed as wearable devices such as a bracelet or a head cooler (Fig. 6).
The Embr Labs Inc. (Boston, MA) developed a commercial wearable
bracelet called Embr Wave wrist band which was worn on the inside
of the wrist and delivered cooling rhythms tuned to human temperature
perceptions. This wearable device has a cooling area of 6.25 cm2 and
the amplitude of wave rhythms can be adjusted. The effect of wearing an
Embr wave bracelet on occupant thermal comfort was evaluated [94].
Results demonstrated that the Embr bracelet could improve overall ther-
mal comfort, thermal sensation by 0.5–1.0 scale unit, which is roughly
equivalent to 2–3°C temperature difference during the 3 to 45 min time
period of use. A high coefficient of performance (COP=1.5) wearable
TEC device was fabricated [112]. This TEC device was worn on the arm
and infrared thermo-images showed that the local temperature of skin
covered by the TEC device was 2.5°C lower than the rest of the skin. The
TEC device could expand the indoor ambient temperature zone to 36°C
and thereby save 20% of the energy for a typical building. Similarly,
a wearable TEC cooler was developed and applied to the wrist area for
personal cooling [113]. This newly developed TEC device was composed
of several p- and n-type TEC thermocouples that were connected elec-
trically in series and thermally in parallel. This TEC cooler could cool
down the human skin up to 8.2°C below the ambient temperature. Be-
sides, cost-benefit analysis revealed that the cooling over material value
of the new TEC cooler was 5 times greater than commercial modules.
Despite the evident cooling effect on occupant thermal comfort shown
by TEC devices, the limitations of TEC are obvious. TEC devices con-
sume a considerable amount of electricity to generate cooling energy
and thereby they have a high requirement on battery capacity. If a bat-
tery with a reasonable weight is desired, the TEC has to be designed
in small size (e.g. a bracelet). Small sized TEC devices have a very lim-
ited cooling capacity and hence, cooling effect on the human body is
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Fig. 6. The Embr TEC bracelet (Embr Labs, Boston, MA, USA) and a commercial TEC forehead cooler.

relatively limited. On the other hand, TEC devices should cover a much
greater body surface area to provide significant body cooling. High per-
formance TEC devices require large capacity batteries for extended us-
age duration, which makes the overall weight of the TEC cooling system
relatively heavy. In addition, presently the thermoelectric conversion ef-
ficiency is still much lower compared to a refrigeration system [114].

The majority of existing personal cooling systems (PCS) use one cool-
ing technique to provide cooling energy to occupants. One of the known
limitations of such PCS is that they function well in a certain range of
environmental conditions but their cooling performance under the rest
of thermal conditions tends to be pretty low. For instance, PCS incorpo-
rated with PCMs showed good cooling performance in warm and humid
environments under which both the dry heat and latent heat transfer are
restricted. In order to further extend the application of PCS to a wider
range of ambient environments, hybrid cooling (HYC) combines multi-
ple cooling techniques in a clothing system has been proposed [115].
A portable HYC clothing was developed and its impact on the improve-
ment of occupant thermal comfort in a hot indoor environment (34°C,
65%RH) was investigated [89]. It was found that the HYC clothing could
remarkably improve overall thermal sensation votes (TSVs), skin wet-
ness sensation votes and thermal comfort votes (TCVs). Besides, thermo-
physiological parameters such as the mean skin temperature and total
sweat production were also greatly reduced while using HYC clothing
as compared to no cooling (i.e. control).

Despite the extensive application of PTMS incorporated with cooling
devices/systems to improve occupant thermal comfort in indoor envi-
ronments, aforementioned PTMS still require external energy input (i.e.,
supplied power). Presently the development of state-of-art PTMS with
zero or near-zero energy input becomes a hot topic. PTMS with zero or
near-zero energy input are developed by using novel materials or mate-
rials with specially designed structures [83,84,98]. The main principle
of such novel PTMS is that the material or the special structure enables
the heat exchange between the human body and its surrounding envi-
ronment and thereby increases wearer thermal comfort. One the promi-
nent examples is the infrared transparent visible opaque fabrics (ITVOF)
[83]. Presently potential materials for ITVOF include polyethylene (PE)
and polypropylene (PP). ITVOF are transparent in the infrared spectrum,
which allow passive radiative cooling. It has been well established that
the human body emits most the infrared radiation in the wavelength
between 9.3 and 9.7 um. Hence, ITVOF enable radiative heat dissipa-
tion on the human body. Traditional textiles made of natural and syn-
thetic fibers do not allow body heat dissipation via infrared radiation
[83]. Thus, wearing ITVOF increases an occupant’s cooling rate. Obvi-
ously, the increment in a person’s cooling rate allows a higher ambient
temperature to achieve the same level of thermal comfort. For exam-
ple, a 23W increase in the body cooling rate allows a thermal comfort
ambient temperature increase from 23.9°C to 26.1°C (i.e., increase of
2.2°C) and thereby, significant built energy savings could be expected
[83]. Nanoporous polyethylene (nanoPE) textiles were fabricated and
results from hotplate tests showed that the simulated skin temperature

was reduced by 2.7°C when being covered with nanoPE cloth as com-
pared to cotton textiles [84]. The actual performance of clothing made
with ITVOF on the improvement of thermal comfort in various indoor
conditions were examined [97]. The ITVOF clothing enables thermal
comfort at an ambient temperature of up to 27°C, which is 1.5°C higher
than the indoor thermal comfort upper limit recommended ASHRAE.
Therefore, the use of ITVOF clothing could save around 9-15% cooling
energy in a typical built environment. In additional to the aforemen-
tioned example on improvement of radiative heat transfer on the human
body, other approaches to enhance conductive, convective and evapo-
rative heat transfer on the human body could also be proposed. Detailed
methods to enhance other means of heat transfer mechanisms by using
near-zero energy input materials can be found in recently published lit-
erature reviews [99,116]. It should be noted that translating findings
from such material-level studies into actual indoor applications should
be made with caution because the majority of evaluation tests reported
in material-level studies were performed on 2-dimensional equipment.
The test condition, test protocol, design specifications of PTMS and in-
dividual difference could largely affect the actual performance of PTMS
in indoor settings.

Over the past few decades, personal heating systems have also been
developed to improve occupant thermal comfort in various cool or cold
indoor environments. The concept of incorporated auxiliary heating into
clothing could be dated back to the early 1940s [117]. Properly designed
personal heating clothing is capable of providing the human body with
sufficient heating energy in cool and cold indoor environments with no
access to central HVAC heating systems. Existing personal heating tech-
nology may be divided into four types: electrical heating (EH); chemi-
cal heating (CH), phase change material heating (PCMH), air/fluid flow
heating (AH/FH) and passive insulation from special structured materi-
als (PI).

EH is the most practical and widely used heating technology for
personal heating. Electrical heating clothing (EHC) is slim, lightweight,
washable, flexible and does not restrict body movement. An EHC sys-
tem is normally comprised of heating elements, a power source, and a
user interface [118]. The most often used heating elements may include
electrical resistance wires, electrically conductive rubbers, metalized
textile fabrics, intrinsic conductive polymers, carbon polymer heating
elements, carbon fabrics, graphene heaters, Janus fibrous membranes
and TEC heaters (Fig. 7). EHC can greatly improve occupant thermal
comfort while working in unheated indoor environments during cold
weather. The effect of EH clothing on thermal comfort of university stu-
dents while studying in a cold classroom condition was investigated,
where the air temperature was 8.0°C and RH=80% [88]. Results showed
that EHC could remarkably increase skin temperatures. Overall and lo-
cal TSVs and TCVs were improved in EHC compared to non-heating.
The heating performance of EHC and two PCD combinations including
a radiant heating panel & a heated table pad (i.e., HB1) and a heated
chair & a heated mattress (denoted as HB2) at two cool indoor tempera-
tures (15 and 18°C) was examined [91]. It was found that EHC received
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Fig. 7. An electrical heating fabric made from (a) the carbon fiber, (b) the graphene fabric heater, and (c) a heated jacket incorporated with thermoelectric heating
modules.

better thermal acceptability over HB1 and HB2 at both two cool con-
ditions. EHC significantly improved overall TSVs as compared to HB1.
EHC consumed less than 15 W power and this only accounted for 4.4%
and 14.8% of the total power draw of HB1 and HB2. Therefore, EHC
is much more effective than PCDs in enhancing occupant thermal com-
fort in unheated cool indoor environments. More important, EHC is su-
per energy saving as compared to traditional PCDs. EH technique can
be conveniently incorporated into various clothing, sleepingbags and
accessories including, but not limited to, hats, hoods, scarfs, jackets,
trousers, gloves/mittens, socks and insoles [92,118]. EHC accessories
are found effective for maintaining local skin temperature as well as im-
proving local body thermal comfort, which have a similar function with
PCDs such as foot warmers, palm warmers, heated keyboards, desk radi-
ators, heated chairs, heated tables and warm-barrels [57,59,119]. Nev-
ertheless, EHC accessories consume even less heating energy and their
power consumption is always less than 5 Wh.

Compared to the EH technique, other heating technologies received
less attention during the past few decades. Chemical heating clothing
(CHC) was designed and its effect on occupant thermal comfort in a
cold indoor environment at 8.0°C was examined [88]. Fourteen chemi-
cal body warmers (chemical ingredients: iron powder, activated carbon,
water, vermiculite and salt) were incorporated in an insulative vest and
kneecaps and the CHC had an effective heating power of 6.9 W. Results
showed that CHC could greatly improve skin surface temperature, local
skin temperature at the fingers as well as the finger blood flow. TSVs at
the hands and feet were also improved in CHC compared to non-heating.
Thermoelectric heating clothing (warm air was pre-heated by the ther-
moelectric unit and then being supplied to clothing microclimate using
a blower) was designed and its performance was assessed using a ther-
mal manikin [93]. The thermoelectric heating clothing could provide a
heating power of 18.5 W.

Similar to the development of personal cooling systems with near
zero energy input, a recent hot research direction on personal heating
is to develop personal heating systems with near zero energy input.
By properly controlling the conductive, convective and radiative heat
transfer avenues, novel PTMS with zero energy input could be achieved.
Nanophotonic structure textiles were fabricated using nanoporous met-
allized PE [96]. An infrared reflective layer was constructed on an in-
frared transparent layer with embedded nanopores. The nanoporous
metallized PE textile exhibited a high infrared reflectivity of 98.5% on
the outer surface of the textile, which could effectively suppress radia-
tive heat loss. Hotplate tests showed that the newly fabricated PE textile
could maintain a simulated skin surface temperature of 33°C at 15°C am-
bient temperature, which is 7.1°C lower than that with cotton fabrics.
The 7.1°C set-point reduction could save >35% building heating energy.

Similarly, a multifunctional fabric coated with a nanoporous cellulose
acetate layer followed by depositing a thin silver film was developed
[98]. The silver film acted as both an infrared reflector and a highly
conductive heater. This multifunctional fabric could decrease the fabric
surface temperature by 1.3-1.6°C at room temperature (i.e., 25°C) com-
pared to normal textiles. The silver sheet has an electrical resistance
of 2.8-4 Ohm per square meter, which enabled Joule heating at a low
voltage. Results showed that applied low voltages of 0.5, 1.2 and 1.5
V could induce fabric surface temperatures of 34.1, 44.8 and 56.7°C,
respectively, at the 25°C ambient temperature. Again, it should be em-
phasized that the above results obtained from simplified hotplate mea-
surements are expected to present a big discrepancy with results from
human trials with full-scale PTMS.

Table 1 summarizes some common advantages of PTMS over cen-
tral HVAC systems and PECS (PCDs). First, the usage of PTMS could
significantly save building cooling and heating energy. The controlled
target cooling and heating area is very close to the occupants. Hence, it
is effective and efficient to provide heating and cooling to the near-skin
microclimate of an individual occupant. Also, PTMS do not require an
air distribution system, which is a considerable aspect of energy con-
sumption for conventional PV systems. Up to hundreds of watts per
person can be saved using wearable PTMS compared to conventional
heaters. Furthermore, PTMS with near zero energy input could further
reduce built environment energy consumption to the minimum. Next,
PTMS could prevent draft risks caused by the elevated supply air veloc-
ity, which is commonly found problem in TAC system and PV system.
Nevertheless, PTMS also have limitations. PTMS are usually worn either
directly on the skin surface or pretty close to the human body, its effect
on suppression of sweat/moisture transport may be a serious concern.
Most PTMS or some parts of the PTMS are impermeable, which could
restrict the moisture transfer between the human skin and the surround-
ing environment, and thereby leading to worsened wear comfort. Thus,
the breathability of PTMS components should be considered while de-
veloping PTMS. Presently, most PTMS are expensive and some PTMS use
expensive modules or materials, which hinders the large-scale produc-
tion of PTMS to various workplaces. Alternative manufacture techniques
should be sought to reduce the cost of PTMS components. Lastly, some
components used in PTMS are pretty rigid and heavy compared to tradi-
tional textile fibers. Future PTMS should be more flexible, lightweight,
cheap, durable, reliable and environmentally friendly.

6. Conclusions

Based on the concept of spatially non-uniform conditioning, inten-
sified conditioning of human occupied areas and less intensified condi-
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Table 1

Features of PTMS as compared to HVAC and PECS (including PV, PCS or PCDs).

System
Targeted conditioning
area Main functions Energy consumption Advantages Limitations

HVAC Entire building spaces Provide fresh air and

temperature control

(heating and cooling)

Often >>1000 Wh [120] Improves both indoor air

quality and ambient

conditions

Huge energy consumption,

maximally 80% occupants

could achieve thermal comfort

PECS Localized space Heating and cooling local

body parts, some systems

could provide fresh air

2-1000 Wh, often> 20 Wh

[14,16-20,34–41,51–64]

Some devices are relatively

portable, Individual control,

Improves local body thermal

comfort and inhaled air

quality, energy efficient, low

dissatisfaction

Most PECS (personal comfort

systems) could not provide

fresh air

PTMS Clothing micro-climate Heating and cooling 0-100 Wh, often <20 Wh

[83–97,104–108,121, 122]

Portable, further improved

body thermal comfort, even

lower energy consumption,

efficient to provide heating

and cooling (high COP)

Could not provide fresh air,

some systems are heavy and

bulky, ergonomic issues,

limited battery capacity [117]

tioning of surrounding areas in terms of thermal comfort and air quality
were developed from TAC systems in 1990s, through PECS after 2000,
to PTMS recently. All aforementioned systems give personal control to
overcome individual difference in terms of thermal comfort. PV systems
also give personal control to improve inhaled air quality individually.
Several trials have been performed to avoid extended PV air duct, which
confine the practical application of the PV system. As the necessity of PV
for heavily polluted/infectious premises, the goal is to minimize its prac-
tical limitations and achieve flexibility, functionality and adjustability.
As another one of the dichotomous branches, PCS can achieve personal
thermal comfort by consuming less energy and integrating functional
design into personal furniture. By moving closer to the human body,
PTMS was introduced and explored extensively. The findings should
be cautiously translated and applied into actual indoor applications be-
cause the majority of tests reported in material-level studies were per-
formed on 2-dimensional equipment. Results obtained from simplified
hotplate measurements are expected to present a big discrepancy with
results from human trials with full-scale PTMS. Permeability and weara-
bility of the studied materials should also be considered before practical
application for clothing. With regard to documented research work on
PTMS, most existing research studies were focused on the cooling effect
of PTMS in various warm and hot indoor environments, whereas left the
heating effect less emphasized. Further investigations on the heating ef-
fect of PTMS in unheated built environments in cold climate zones are
needed. Moreover, the effect of PTMS responding to varying occupant
characteristics including age, weight, body shape, race, gender and fit-
ness is still missing. In addition, the wearability (e.g. ergonomic comfort,
visual comfort, movement comfort) of PTMS requires further investiga-
tions because almost no published work has addressed this issue. Lastly,
physiological studies on which body parts require extensive heating or
cooling supply to further improve occupant overall and local thermal
comfort in non-ideal indoor environments are also required.
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a b s t r a c t

The ever-present demand for energy from various application in industrial and domestic processes has led to
the consumption of fossil fuel at a rapid rate with adverse effect due to global warming. This study focuses
on the thermal energy storage aspect intended for medium temperature applications. A novel composite A70
and PANI was prepared and characterized. The study investigates the composites thermophysical and optical
properties. Differential Scanning Calorimetry and Transient Hot Bridge measured thermal storage capacity and
thermal conductivity of the composite, respectively. The heat storage capacity of the composite remained stable
within 4% whereas a highest rise of 11.96% in thermal conductivity was measured. The composites thermal,
chemical, and physical stability were analysed from Thermogravimetric Analyser, Fourier Infrared Transform,
and Scanning Electron Microscope, respectively. The composites were thermally stable up to a temperature of
250 °C. No chemical reaction occurred between the nanomaterial and base PCM matrix. The microscopic visuals
did not show any considerable change in themicroscopic structure of thematerial. In the case of optical properties,
the composites showed significant reduction in transmittance of solar spectrum with respect to pure A70. The
maximum decrement in transmission was around ~89% compared to A70. As the composite prepared were
thermally stable till 250 °C, hence may be utilized for solar thermal and low concentrated photovoltaic application
but not limited to these.

1. Introduction

Energy demand is increasing as the global population is growing and
becoming more affluent [1]. Building energy consumes 40% of the en-
ergy supplied [2], while medium temperature source is required for do-
mestic purposes [3]. Heating burns fossil fuels which in turn increases
the greenhouse gasses [4] and oil shortage [5]. Various sources like so-
lar, waste heat from industrial processes, geothermal spots etc., provides
thermal energy. The challenge is to store the thermal energy effectively
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and utilize it for various application like saline water to portable water,
hot water for domestic use, preheating in thermal power plants, battery
temperature management, lowering energy consumption in buildings
and so on [6,7,3]. Latent heat storage, sensible heat storage and chemi-
cal heat storage are three forms of storing thermal energy. Phase change
material (PCM), especially organic PCM, can store and release thermal
energy at a transition temperature, is a form of latent heat storage sys-
tem. Organic PCM are attractive than other forms of thermal energy
due to their high storage capacity and small change in temperature dur-
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ing phase change process. Three broad categories of PCMs are organics,
inorganics, and eutectics. Paraffin wax and fatty acids fall into the cat-
egory of organics, while salt hydrates and metallic PCM falls into inor-
ganics whereas a homogenous mixture of two or more PCM is defined
by eutectic PCM. Inorganics are cost effective, have larger storage ca-
pacities, and larger energy density but lack chemical stability compared
to organics [8,9]. Whereas in organic PCM, paraffin wax is widely uti-
lized for its flexibility in its transition temperature, chemical and phys-
ical stability, cost effectiveness, large scale production industrially and
application as thermal energy storage medium in solar and industrial
waste heat management [10,11]. Hence, in the present study, A70 a
paraffin product from PULSICE is selected due to the feasible option for
immediate implementation.

Recent studies investigated in paraffinwax is related to improvement
in light absorption or decrement in light transmission, enhancement in
thermal conductivity for indirect thermal transport, effect on heat stor-
age capacity, weight degradation over temperature for thermal stability
and so on [12–16]. Addition of CuO nanoparticles to prepare paraffin
wax composite resulted in improved light absorption. Improved light
absorption increases the steady state temperature attained as investi-
gated by Chen et al. [17]. Recent literature showed the thermal con-
ductivity enhancement of paraffin wax with the addition of expanded
perlite [18], ceramic foam [10], expanded graphite [11] and vanadium
dioxide [5] by 80 to 450%. The improved thermal conductivity also
resulted in the reduction of latent heat value from 15% to 63%. The
proportion of reduction in latent heat was equivalent to the addition
of non-phase change material [4,18]. Graphite and CuO was added to
water to improve the solar direct absorption capability in solar stills
[19]. Conducting polymer, Polyaniline(PANI), has been applied in the
field of photocatalysis, batteries, thermoelectric devices and so on. This
is attributed to its facile production, porosity, insolubility in water and
nontoxic nature [20,21]. PANI has been utilized in fabricating compos-
ites with PCMs n-octadecane [21], 1-Tetrandeconal [22], Stearic Acid
[23], and myristic acid [20] till date. PANI was utilized for shape sta-
bility of PCM due to its porous nature. The percentage weight addition
varied from 20% to 50%. Therefore, there was considerable reduction in
the heat storage capability. PANI possesses the capability to reduce in-
frared emissivity of the composite, increase electrical conductivity, and
improve shape-stability.

From the literature review mentioned above, it is evident, adding
nanoparticles can improve properties of PCM like enhancing the thermal
conductivity, optical capability, and shape-stability. In this study, PANI
was selected for the purpose of direct solar absorption system as the
nanoparticle is known for its photocatalysis process and reduced emis-
sivity in infrared region. To improve the efficiency of a solar thermal
system, the coating provided should have high absorptance and lower
emissivity [24]. The objective is to improve the light absorption or re-
duce the light transmission of the base PCM matrix. In previous stud-
ies involving PANI and PCM, the weight percentage was varied from
20% to 50% which in turn reduced the latent heat storage capacity sig-
nificantly. This study investigates the thermal conductivity, latent heat,
light transmission and thermal stability of the composite A70 with PANI.
In authors knowledge, the novelty of the study is the preparation of the
composite of A70 from PLUSICE and PANI for coating purpose in solar
thermal system. The composite material may be applied to any surface
as a coating for absorption of light in the ultraviolet and visible region
wavelength. For example, the composite may be applied on the solar
thermal absorber with prospects of reducing the storage tank capac-
ity. The study also investigates microscopic and chemical compositional
structure of the composite. This investigation intends the composite may
be utilized for applications like heating in solar stills, solar domestic hot
water and solar air heater (40 °C to 80 °C) [25], solar collector(60 °C
to 67 °C) [26], cooling of pavements (42 °C to 78 °C) [27], low concen-
trated photovoltaic thermal system (37 °C to 65 °C) [6], and cooling of
electric devices(40 °C to 80 °C) [28].

2. Materials and methods

2.1. Materials

A70 PLUSICE phase change material was purchased from PCM Prod-
ucts Ltd. Polyaniline (PANI) nanoparticles were synthesized from a pre-
vious study [29].

2.2. Nanocomposite fabrication

A70 is a phase change material (PCM) with phase transition tem-
perature of 70 °C. A water bath at a temperature greater than 70 °C
was maintained to melt A70. Analytical microbalance (Model: EX224,
OHAUS) measured the required weight percentage (0.5%, 1% and 5%)
of PANI. PANI was added to the liquid A70. The mixture was probe son-
icated (Model: FS-1200 N) for a period of 30 mins under the influence of
a water bath greater than 70 °C. The resultant mixture was cooled to am-
bient condition by natural method under static atmospheric conditions.
The preparation of the composite is schematically shown in Fig. 1. A70
PCM with 0%, 0.5%, 1% and 5% PANI concentration are termed as A70,
AP-0.5, AP-1 and AP-5 respectively.

2.3. Characterization

Fourier Transform Infrared (FTIR) Spectrum Two instrument from
Perkin Elmer measured the transmission spectrum from 450 cm−1 to
4000 cm−1 with spectral-grade KBr pellets. LAMBDA 750 (Perkin Elmer)
spectrometer measured light transmission from 200 nm to 800 nm. THB-
500 (Linseis) Hot Point Kapton sensor measured the thermal conductiv-
ity of the samples. The accuracy of thermal conductivity is ± 5% and
can measure thermal conductivities between 0.01 Wm−1K−1 to 30.0
Wm−1K−1. Differential Scanning Calorimeter Analyzer (Model: DSC-
100/C) measured and evaluated the latent heat and melting point values
of the samples. Cold compression was utilized for sealing the samples
in aluminum crucible of volume 40 μl. Measurements were carried out
from 30 °C to 100 °C at a heating rate of 10 °C/min under N2 atmosphere.
The instrument can evaluate temperature range of −50 °C to 600 °C with
heating rates varying from 0.001 to 1000 °C/min. The accuracy of the
latent heat was 2% and temperature within ± 0.2 K. Thermogravimet-
ric Analyzer (Model: TGA 4000, Perkin Elmer) evaluated the percentage
weight loss for the samples with a maximum temperature range of 30 °C
to 1000 °C. The samples were placed in a 180 μl crucible and subjected
to a 10 °C/min from 30 °C to 1000 °C under N2 atmosphere

3. Results and discussion

3.1. Morphology

In Fig. 2, surface structure of PANI nanoparticles, base A70 and AP
composite are shown. Magnification lower than 1 μm of A70 and AP
were not possible as the high electron beam melted the material. Tube-
like structure of PANI is visible from the higher magnification of PANI
nanoparticles. The outer diameter of the tube varied from 50 to 80 nm
and termed as nanoparticle as the size remained lower than 100 nm
[30]. Upon addition of PANI to A70 to fabricate the composite AP, the
smooth surface integrated with PANI is visible from the microscopic
image shown in Fig. 2(b) and Fig. 2(c), respectively. To understand the
dispersion of PANI in A70, the elemental mapping of AP is shown in
Fig. 2(d) and Fig. 2(e). From the elemental mapping it is evident the
dispersion of the PANI is uniform with no agglomeration noticeable.

3.2. Latent heat capacity

The DSC curve of the base A70 and its prepared composites are plot-
ted in Fig. 3 and tabulated in Table 1. The latent heat value for A70,
AP-0.5, AP-1 and AP-5 are 171.19 J/g, 173.57 J/g, 164.88 J/g and
166.61 J/g, respectively. It is noted that AP-0.5 has an increment in its
latent heat whereas all other composites show a decrement in its latent
heat capacity compared to A70. The melting temperature are 71.9 °C,
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Fig. 1. Preparation of A70 nanocomposite.

Fig. 2. Microscopic (FESEM) images of (a) Polyaniline, (b) A70, (c) AP and the elemental mapping of AP with (d) C and (e) N.

Table 1

The DSC data for A and its composites.

Composites Latent
Heat(J/g)

Melting
Temp.(°C)

Change in Latent
Heat(%)

Change in Melting
Temp.(%)

A70 171.19 71.9 – –

AP-0.5 173.57 70.0 1.39 −2.64
AP-1 164.88 70.7 −3.67 −1.66
AP-5 166.61 74.7 −2..67 3.89

273



A.K. Pandey, M. George and N.A. Rahim et al. Energy and Built Environment 2 (2021) 271–277

40 50 60 70 80 90

-4

-2

0

)g
m/

W
m(

wolFtae
H

Temp (oC)

A70
AP-0.5
AP-1
AP-5

Fig. 3. DSC curve of A, AP-0.5, AP-1 and AP-5.

70.0 °C, 70.7 °C, and 74.7 °C for A, AP-0.5, AP-1 and AP-5, respectively.
In terms of melting temperature, it is observed that all the composites
except for AP-5 has no significant change in melting temperature. But
in the case of AP-5, melting temperature increased relative to A70 by
2.8 °C.

Three cases need to be understood in the present study regarding
the DSC data (1) increase in latent heat and (2) decrease in latent heat
and (3) change in melting temperature. For the first case, the increase
in latent heat may due to improved intermolecular attraction between
the PANI nanoparticles and base A70 [31]. The large surface of PANI
nanoparticles enhances the intermolecular forces between the PANI and
A70 which may be greater than the energy needed to break the inter-
molecular forces between A70. This leads to greater energy expenditure
for phase transition from solid state to liquid state. For the second case of
decrement in latent heat capacity, this may be attributed to the addition
of non-phase change material which replaces existing PCM and hence
reduces the overall storage capacity [15]. The changes in latent heat ca-
pacity is not linear with respect to the concentration of the nanoparticles
in A70. Finally, the third case of the shift in melting temperature may be
attributed to the size, mass fraction and structure of the nanoparticles
[32]. Another aspect for the increase may due to the immobilization of
macromolecules on the surface of the filler which increases the melting
temperature [33].

3.3. Thermal stability

Thermogravimetric Analyzer (TGA-4000, Perkin Elmer) is utilized
for determining the thermal degradation of the composite. In Fig. 4 the
weight degradation of the samples is illustrated. A one-step degradation
of A70 and its composite can be observed between 200 °C to 450 °C. The
onset of the degradation was evaluated based on 3% weight loss for all
the samples. The onset temperature for A70, AP-0.5, AP-1 and AP-5 are
273 °C, 269.98 °C, 255.66 °C and 251.5 °C respectively. From the data,
as PANI concentration rises, degradation onset temperature decreases.
The reduction in onset temperature may be attributed to the aggregation
of the nanoparticles to form micro-composite rather than nanocompos-
ites [34]. But the composite is thermally stable to be utilized up to a
temperature of 200 °C without thermal degradation.
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Fig. 4. TGA curve for A70, AP-0.5, AP-1 and AP-5.

3.4. Composition

The FTIR analysis is conducted to understand the composition of the
prepared composite. The FTIR curves of PANI, A70 and AP-5 is plot-
ted in Fig. 5. The manufacturer claims A70 is paraffin based and this
can be identified by -CH2 group rocking motion (719 to 725 cm−1),
-CH3 and -CH2 deformation (1350–1470 cm−1), and -CH3 and -CH2
group symmetric vibration (2800 – 3000 cm−1) [35,18]. From the lit-
erature, the peaks of interest for PANI are C–C stretching of quinoid
rings (1561 cm−1), C–C stretching of benzenoid rings (1481 cm−1), and
C–N and C=N stretching (1301 cm−1) [29]. In Fig. 5, the FTIR curve of
base A70 clearly exhibits peaks at 719 cm−1, 1463 cm−1, 2848 cm−1

,
and 2917 cm−1 which corresponds identification peaks of paraffin wax.
The peaks after the fabrication of AP composite, exhibits no new peak
formation apart from A70 and PANI, hence the prepared material is a
composite.
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Fig. 6. Thermal conductivity of the samples prepared.

3.5. Thermal conductivity

Thermal conductivity provides an important thermal property of the
material for indirect heat transportation purpose. Higher the thermal
conductivity, better the material at transferring heat from one medium
to another. The measured values of the samples with the corresponding
error bars is represented in Fig. 6. The thermal conductivity values are
0.234 ± 0.0117 Wm−1K−1, 0.244 ± 0.0122 Wm−1K−1, 0.244 ± 0.0122
Wm−1K−1 and 0.262 ± 0.0131 Wm−1K−1 for A70, AP-0.5, AP-1 and AP-
5 respectively. Maximum increment in thermal conductivity is around
11.96% for AP-5 composite. Hence the optimum composite for indirect
thermal transfer is AP-5. Metals and conducting polymers use electron
transfer for thermal transport whereas insulators use phonon transfer
for thermal transfer [36,37]. In the present case, PANI is a conducting
polymer and A70 is an insulator and hence thermal transport in the com-

posite is carried out via both phonon and electron transfer. For better
electron transfer, a stable thermal network is required, while for effec-
tive phonon transfer mean free path of the phonon must be as large as
possible [38]. Phonon thermal transfer is improved when phonons have
larger mean free path. But mean free path is affected by three types of
phonon scattering namely, phonon-phonon scattering, phonon-impurity
scattering, and phonon-boundary scattering [38]. One of the above in-
teractions will have the most significant effect on the mean free path
of phonons. In this study, the nanoparticles (impurities) weight per-
centage is varied. The addition of nanoparticles increases the phonon
scattering from nanoparticles which in turn reduces the thermal trans-
port from phonon, if the limiting factor was phonon-impurity scattering.
But simultaneously, an increment in thermal conductivity due to elec-
tron transport may occur from the thermal network formation of the
nanoparticles added. Hence, two factors contribute an essential part in
thermal conductivity of the composite, enhancement from thermal net-
work formation from PANI nanoparticles added and decrement from
phonon-impurity scattering with increase in PANI (impurity) concen-
tration.

3.6. Light transmission

The UV–VIS of A70 and its composites are represented in Fig. 7.
Increasing the concentration of nanoparticles reduced the light trans-
mission of the composite. The reduction in light transmission may be
attributed to the light conversion of PANI. The reduced light can also
be stated as improved light absorption of the material. Therefore, the
composites prepared shows excellent attribute for direct absorption of
solar energy application. This is further validated by using solar spec-
trum data provided by NREL [39], to calculate the solar transmission
percentage if solar spectrum was incident on the composite. It is ob-
served A70, AP-0.5, AP-1, and AP-5 transmits 23.94%, 22.13%, 8.53%
and 2.67% with respect to incident solar spectrum, respectively. Hence,
with increase in concentration the absorption of the solar energy in-
creases, thereby increasing its applicability in direct solar thermal ap-
plication.
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Fig. 7. The UV–VIS of A70 and its composites.

4. Conclusions

In the present work, a composite between A70 and PANI was pre-
pared and thermophysical properties investigated. FTIR analysis proved
the compositional stability of the composite prepared. TGA confirmed
the composite can be utilized till 200 °C without weight degradation.
The addition of nanoparticles did not significantly alter the latent heat
of composite with respect to A70. Thermal conductivity was enhanced
by 11.96% for AP-5 composite. A significant reduction in solar spectrum
transmission occurs with increase in concentration of PANI nanoparti-
cles. The light transmission of the composite with respect to solar spec-
trum reduced from 23.94% to 2.67% from A70 to AP-5, respectively.
The composite shows significant promise in the application involving
direct solar spectrum. From the significance of the values measured and
evaluated, AP-5 composite is the optimized composite with only 2.67%
reduction in latent heat followed by an increment of 11.96% in thermal
conductivity and 88.84% decline in solar spectrum transmission with
respect to pure A70. Future work will be to investigate the composite in
real world application and reliability analysis through thermal cycling.
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a b s t r a c t

The objective of this paper is the parametric analysis of a solar-fed trigeneration system ideal for the building
sector that produces useful heat, electricity and cooling. The examined unit is driven by 100 m2 of parabolic
trough collectors which are combined with a sensible storage tank with thermal oil. An organic Rankine cycle is
fed by solar useful heat production and it produces electricity while a part of its power drives a vapor compression
cycle with R290. Heating is also produced by separate heat exchangers in the solar loop. The parametric analysis
is conducted in steady-state conditions with a developed model in Engineering Equation Solver. The examined
parameters are the following: superheating degree in the turbine inlet, cooling production, heating production,
solar beam irradiation intense, sun angle, pressure level in the turbine inlet and heat source temperature level.
For the nominal scenario of 10 kW cooling production at 5°C and 10 kW heating production at 60°C, the system
produces 6.14 kW electricity, while the exergy and energy efficiencies are found 12.14% and 37.34% respectively.
Assuming that the system operates 2500 h yearly, the simple payback period of the investment is calculated at
8.5 years. The maximum examined values for both heating and cooling production are at 20 kW.

Abbreviations

DHW Domestic Hot Water
EES Engineering Equation Solver
HRS Heat Recovery System
ORC Organic Rankine Cycle
O&M Operation and Maintenance
PTC Parabolic Trough Collector
VCC Vapor Compression Cycle

1. Introduction

Solar irradiation is a vital energy source for facing important energy
issues such as global warming, the depletion of the ozone layer and high
electricity prices [1]. The exploitation of solar energy in highly efficient
energy systems, such as trigeneration/polygeneration systems is an in-
teresting idea in order to produce clean energy with high effectiveness
[2]. The trigeneration units are attractive choices in the building sec-
tor and they usually produce electricity, heating and cooling [3]. Their
overall high performance is justified by the exploitation of internal en-
ergy flows and so the entropy generation is reduced [4]. Trigeneration
systems are ideal units for the building sector because they provide the
main energy needs of the buildings which are space-heating, cooling and
electricity. Moreover, the building sector is a huge-energy consumer and

∗ Corresponding author.
E-mail address: bellose@central.ntua.gr (E. Bellos).

the adoption of renewable energies on it leads to future energy sustain-
ability [5].

In the existing literature, there is plenty of works about solar-driven
trigeneration configurations in terms of energy, exergy and financial
analysis. Usually, parabolic trough collectors (PTC) are usually applied
in these systems because they are one of the most developed solar tech-
nologies for high-temperature levels [6]. Usually, the researchers com-
bine an organic Rankine cycle (ORC) with an absorption chiller in the
studied trigeneration systems.

Al-Sulaiman et al. [7] studied a trigeneration configuration with
PTCs and an organic Rankine cycle coupled to a cooling absorption heat
pump which presents a 20% system exergy efficiency. A similar system
has been optimized exergetically by Bellos and Tzivanidis [8] who found
29.4% maximum exergy efficiency and 152% energy efficiency. Ah-
madi et al. [9] examined a multigeneration system with a double-stage
ORC, two absorption machines, a drying device and an electrolyzer that
produces cooling, electricity, heating, dry biomass and hydrogen. They
found that the exergy and the energy efficiencies were 13.7% and 20.7%
respectively. Mathkor et al. [10] examined a system that produces elec-
tricity, cooling and fresh-water. This unit uses an organic Rankine cycle,
an absorption machine and a desalination unit, while its exergetic per-
formance is close to 42%.

Except for solar energy, other energy souses have been also used in
the literature. Khalid et al. [11] investigated a topology with an absorp-
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Nomenclature

Acol solar collecting area, m2

cp specific heat capacity under constant pressure, kJ kg−1
K−1

C0 investment initial cost, €
CF hourly cash flow, € h−1
Gb solar direct beam irradiation level, W m−2

h specific fluid enthalpy, kJ kg−1
K incident angle modifier, -
Kcool cooling price, € kWhcool−1
Kel electricity price, € kWhel−1
Kheat heating price, € kWhheat−1
Khex heating heat exchanger cost, €
Korc specific cost of the organic Rankine cycle, € kWel

−1

KO&M operating and maintenance cost on a yearly basis, €
Ktank specific cost of the sensible storage tank, € m−3

Kvcc specific cost of the vapor compression cycle, € kWcool
−1

m mass flow rate, kg s−1
Pcrit critical pressure level, bar
Pel net electricity production of the system, kW
Pel,orc power production of the organic Rankine cycle, kW
Phigh high-pressure level in the organic Rankine cycle, bar
PP pinch point (minimum temperature difference), °C
Q heat/energy rate, kW
s specific entropy, kJ kg−1 K−1
SPP simple Payback Period of the investment, years
UT overall tank thermal loss coefficient, W m−2 K−1
T temperature level, °C
Tsun sun temperature level, K
T0 reference temperature for exergy calculations, K
Time yearly operating time, hours
Vtank volume of the storage tank, m3

Wp organic fluid pump consumption, kW
WT turbine work product, kW

Greek symbols

𝛼 pressure ratio parameter, -
ΔTs heat source temperature difference, °C
ΔTsh turbine inlet superheating, °C
ΔTrc minimum temperature difference in the recuperator, °C
𝜂en system energy efficiency, -
𝜂ex system exergy efficiency, -
𝜂is,com compressor isentropic efficiency, -
𝜂is,T turbine isentropic efficiency, -
𝜂g electrical generator efficiency, -
𝜂hex heating heat exchanger effectiveness, -
𝜂m mechanical efficiency in the shaft, -
𝜂th,col collector solar thermal efficiency, -
𝜃 sun incident angle, o

Subscripts and superscripts

am ambient
col collector
com compressor
con condenser
cool cooling
is isentropic
in inlet
heat heating
hex heat exchanger
high high
hrs heat recovery system
loss tank thermal loss

orc working fluid in the organic Rankine cycle
out outlet
ref working fluid in the vapor compression cycle
s heat source
sat saturation in the heat recovery system
sol solar
st storage tank
T turbine
u useful

tion chiller and ORC fed by solar collectors. The ORC assists with heat a
vapor compression cycle for heating production at a proper temperature,
while geothermic energy and wind energy are included in the system.
The final results proved that the energetic and exergetic system per-
formances were 76% and 7.3% respectively. Wu et al. [12] compared
different trigeneration systems with ORC and they concluded exploit-
ing the solar beam irradiation is a more effective technique financially
compared to biomass and geothermal energy. Calise et al. [13] exam-
ined a trigeneration system that is fed by solar energy and geothermal
energy which includes ORC and absorption chiller. The system exergetic
performance was found close to 50%. In another work, Kasaeian et al.
[3] investigated the combination of solar energy and biomass for elec-
tricity, heating, and refrigeration. The system includes gasifier, absorp-
tion chiller, heating heat exchangers and internal combustion engine.
They found 51.4 system energy efficiency and they stated that the uti-
lization of solar irradiation enhances the system performance by about
6%.

The next part of the literature includes studies that incorporate a va-
por compression cycle (VCC) with other energy devices in trigeneration
systems. The use of the VCC is an interesting idea because this is a rela-
tively cheap device with high efficiency and so it can be easily utilized
in the trigeneration system. Usually, this idea tries to avoid using a sorp-
tion machine (absorption or adsorption chiller) due to its high cost and
its high complexity. Bellos et al. [14] analyzed a multigeneration system
that produces electricity, cooling and two heating outputs. This system
is driven by solar PTC and biomass while it includes ORC, vapor com-
pression cycle (VCC) and boiler. According to their findings, the payback
period is found at 5 years, the energy performance 51.3% and the exergy
performance 21.8%. In another study, Karellas and Braimakis [15] stud-
ied a trigeneration unit with biomass and PTC as the heat sources for
heating, cooling and electricity production. The PTC is used only for su-
perheating the organic fluid in the ORC, while the biomass is the main
heat source. The ORC is coupled to a VCC through the condenser device.
The results showed exergy efficiency at 7% and the payback period at 7
years.

Moreover, there are other studies in the literature about complex
trigeneration and polygeneration systems. Haghghi et al. [16] investi-
gated a polygeneration system with molten carbonate fuel cells for fresh
water, electricity, cooling and heating production. They found 80% en-
ergy efficiency and 52% exergy efficiency. In another work, Haghghi
et al. [17] studied a system with PTC, ORC, two heat processes and
two absorption chillers and they found energy efficiency up to 98% and
exergy efficiency up to 17%. In another work [18], a polygeneration
system based on a solid oxide fuel cell for hydrogen, electricity, fresh
water and cooling production presented 78% energy efficiency and 47%
exergy efficiency.

The aforementioned literature studies show that there is a lot of inter-
est in the trigeneration systems driven by renewable energy sources and
especially by solar irradiation. In this direction, this investigation comes
to examine a solar-driven trigeneration system that is fed by PTC and
produces heating, cooling and electricity. This system is studied para-
metrically and it is analyzed energetically, exergetically and financially.
More specifically, the investigated unit includes PTC, storage tank, ORC
and a VCC. The ORC operates with toluene and VCC with R290 as the
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Fig. 1. The investigated configuration of the
present work which includes PTC, PRC, VCC
and a storage tank.

working fluids. This system is a simple configuration that can be eas-
ily applied in the buildings sector for covering the energy needs. The
PTC feeds the ORC and also heat exchanging surfaces for heating pro-
duction. The VCC is fed with work by the ORC turbine output and the
net electricity of the shaft is assumed the net production of the system.
Generally, in the literature, the studies with ORC and VCC are not usual,
and especially the studies with solar-only systems. Also, as it has high-
lighted in the aforementioned literature review, the incorporation of a
VCC in a trigeneration system can reduce the investment cost. Thus, the
suggested unit is a promising choice for designing high efficient solar-
driven trigeneration systems with a reasonable investment cost in order
to create viable units. To our knowledge, the present solar-driven sys-
tem has not been examined in the existing literature. In the end, it has
to be said that the present work is done with a created thermodynamic
model in Engineering Equation Solver (EES) environment [19].

2. Material and methods

2.1. Trigeneration topology

The investigated polygeneration system is exhibited in Fig. 1 in de-
tail. This configuration produces heating at 60°C through a heat ex-
changer, electricity through an ORC and cooling with the VCC. The
heating temperature level is an appropriate one for domestic hot wa-
ter production (DHW) and/or space-heating in buildings. It has to be
said that in this work, the examined system is studied for the simultane-
ous production of the three useful outputs. There are applications that
need all these useful outputs during the year. For example, data cen-
ters need cooling during the year period and also domestic hot water
demand exists during the year. So, a trigeneration system as the present
one can be used in cases of building commodities and general in cases
that many consumers (e.g. building clusters).

Parabolic trough collectors are used for feeding the studied unit and
more specifically the Eurotrough PTC [20-21] is used with Therminol
VP-1 [22] as the working fluid in the solar loop and in the tank. The ORC
is a regenerative cycle and it operates with toluene. This working fluid
is a promising one according to other studies [23]. The VCC operates
with R290 which is a natural refrigerant and thus it is environmentally
friendly. The cooling is produced at 5°C in order to be used for building

applications. The pinch point or minimum temperature difference in
the heat recovery system (HRS) is 5°C [24]. The solar mass flow rate
is chosen at 2 kg s−1 which corresponds to a specific mass flow rate at
0.02 kg s−1 m−2 [25]. The heat rejection temperature is selected at 40°C
both for ORC and VCC.

2.2. Mathematical modeling part

Section 2.2 includes the basic equations of the used mathematical
model for the system simulation. The presented equations have been
used in the simulation tool (EES). The modeling equations of the col-
lector, of the organic Rankine cycle and of the VCC are included in this
section.

2.2.1. Solar collector and tank mathematical modeling

The solar field modeling consists of the PTC, the storage tank and the
heat exchanger. The PTC thermal efficiency (𝜂th,col) is described by the
next literature formula which has been created through experimental
investigation [20,21]:

𝜂
𝑡ℎ,𝑐𝑜𝑙

= 0.7408 ⋅𝐾(𝜃) − 0.0432 ⋅
𝑇
𝑐𝑜𝑙,𝑖𝑛

− 𝑇
𝑎𝑚

𝐺
𝑏

− 0.000503 ⋅
(
𝑇
𝑐𝑜𝑙,𝑖𝑛

− 𝑇
𝑎𝑚

)2
𝐺
𝑏

(1)

The collector inlet temperature (Tcol,in), the ambient temperature
(Tam) and the solar beam irradiation (Gb) are used in Eq. (1) for the
thermal efficiency calculation. The incident angle modifier (K) of the
PTC is depended on the value of the sun incident angle on the collector
aperture (𝜃). The next expression gives the way that the incident angle
modifier is calculated in this work [26]:

𝐾(𝜃) = cos (𝜃) − 5.25091 ⋅ 10−4 ⋅ 𝜃 − 2.859621 ⋅ 10−5 ⋅ 𝜃2 (2)

The PTC useful heating product (Qu) is found by using the next ex-
pression:

𝑄
𝑢
= 𝑚

𝑐𝑜𝑙
⋅ 𝑐
𝑝
⋅
(
𝑇
𝑐𝑜𝑙,𝑜𝑢𝑡

− 𝑇
𝑐𝑜𝑙,𝑖𝑛

)
(3)

The collector mass flow rate (mcol), the specific heat capacity of the
fluid (cp) and the temperature levels of the solar collector, inlet (Tcol,in)
and outlet (Tcol,out), are used in Eq. (3) for the useful heat production
calculation.
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The PTC thermal efficiency (𝜂th,col) is calculated according to the next
formula:

𝜂
𝑡ℎ,𝑐𝑜𝑙

=
𝑄
𝑢

𝑄
𝑠𝑜𝑙

(4)

The available solar beam irradiation on the collector (Qsol) is calcu-
lated as below:

𝑄
𝑠𝑜𝑙

= 𝐺
𝑏
⋅ 𝐴

𝑐𝑜𝑙
(5)

Where (Acol) is the total aperture of the PTC. The heating product in
the heat exchanger surfaces (Qheat) is calculated according to the next
formula:

𝑄
ℎ𝑒𝑎𝑡

= 𝑚
𝑐𝑜𝑙

⋅ 𝑐
𝑝
⋅
(
𝑇
ℎ𝑒𝑥,𝑖𝑛

− 𝑇
𝑐𝑜𝑙,𝑖𝑛

)
(6)

The inlet temperature in the heat exchanger (Thex,in) is used in the
previous formula. It has to be said that the (Tcol,in) is greater than the
heating production temperature level in all the cases and a minimum
pinch point always exists.

The energy-balance in the solar field and the tank devices is de-
scribed by the following formula. The thermal zones strategy is followed
for having the proper temperature stratification in the tank [25, 27]:

𝑄
𝑠𝑡
= 𝑄

𝑢
−𝑄

ℎ𝑟𝑠
−𝑄

ℎ𝑒𝑎𝑡
−𝑄

𝑙𝑜𝑠𝑠
(7)

The stored heat (Qst) is found as the difference between the input
heat in the system and the output heat. It has to be said that the input
heat in the heat recovery system (Qhrs), the heating production (Qheat)
and the tank thermal losses (Qloss) are the outputs heat rates, while the
useful heat production by the PTC (Qu) is the input. The overall storage
tank thermal losses (Qloss) are modeled by using the thermal loss co-
efficient (UT) which comprises conduction, convection and irradiation
losses, and it is 0.5 W m−2 K−1 for this work [28]. The tanks’ volume
is selected at 4 m3 which is a reasonable selection according to the col-
lecting area [27].

2.2.2. Organic Rankine cycle mathematical modeling

Firstly, the energy balance in the HRS is given as:

𝑄
ℎ𝑟𝑠

= 𝑚
𝑜𝑟𝑐

⋅
(
ℎ4 − ℎ3

)
(8)

Where the mass flow rate of the organic fluid (morc) and the enthalpy
levels (h) are used in the energy balance formulas.

The turbine work production (WT) in the shaft is given below:

𝑊
𝑇
= 𝑚

𝑜𝑟𝑐
⋅
(
ℎ4 − ℎ5

)
(9)

The pumping work demand on the ORC pump (Wp) is calculated as:

𝑊
𝑝
=
𝑚
𝑜𝑟𝑐

⋅ Δ𝑃
𝜌1 ⋅ 𝜂𝑚𝑜𝑡𝑜𝑟

(10)

The pressure increase in the pump (ΔP), the fluid density (𝜌) and the
motor efficiency (𝜂motor) are used in the previous formula. The definition
of the turbine isentropic efficiency (𝜂is,T) is given below. In this study,
the isentropic efficiency is selected at 85% [29].

𝜂
𝑖𝑠,𝑇

=
ℎ4 − ℎ5
ℎ4 − ℎ5,𝑖𝑠

(11)

2.2.3. Vapor compression cycle modeling

The energy balance in the evaporator for cooling production (Qcool)
is given below:

𝑄
𝑐𝑜𝑜𝑙

= 𝑚
𝑟𝑒𝑓

⋅
(
ℎ
𝑎
− ℎ

𝑑

)
(12)

The compressor work demand (Wcom) is given below:

𝑊
𝑐𝑜𝑚

= 𝑚
𝑟𝑒𝑓

⋅
(
ℎ
𝑏
− ℎ

𝑎

)
(13)

The definition of the compressor isentropic efficiency (𝜂is,com) is
given below. In this work, this parameter has been selected to be 85%
[30]. The isentropic efficiency value is a relatively high value and thus

Table 1

Inputs of the financial investigation [33–35].

Parameter Value

Electricity price (Kel) 0.2 € kWhel
−1

Cooling price (Kcool) 0.067 € kWhcool
−1

Heating price (Kheat) 0.1 € kWhheat
−1

ORC specific cost (Korc) 3000 € kWel
−1

VCC specific (Kvcc) 300 € kWcool
−1

Heat exchangers cost (Khex) 1000 €
Tank specific cost (Ktank) 1000 € m−3

PTC specific cost (Kcol) 250 € m−2

O&M cost (KO&M) 1% of the investment cost

a careful and accurate design of this device is needed in order to achieve
high performance.

𝜂
𝑖𝑠,𝑐𝑜𝑚

=
ℎ
𝑏,𝑖𝑠

− ℎ
𝑎

ℎ
𝑏
− ℎ

𝑎

(14)

The subscript “is” corresponds to the respective isentropic point. The
process in the throttling vale is assumed to be adiabatic and thus the
following formula is used:

ℎ
𝑐
= ℎ

𝑑
(15)

2.2.4. System evaluation criteria

In order to evaluate properly the examined unit, the net electric-
ity production (Pel) has to be calculated. Practically, from the net shaft
power, the pumping work demand of the ORC is reduced.

𝑃
𝑒𝑙
= 𝜂

𝑔
⋅
(
𝜂
𝑚
⋅𝑊

𝑇
−
𝑊
𝑐𝑜𝑚

𝜂
𝑚

)
−𝑊

𝑝
(16)

In this work, the mechanical efficiency in the shaft (𝜂m) is chosen at
99% and the generator electrical efficiency (𝜂g) at 98% which are usual
values and correspond to an electromechanical efficiency of 97% [31].

The energy efficiency of the examined configuration (𝜂en) is calcu-
lated by using the next formula:

𝜂
𝑒𝑛

=
𝑃
𝑒𝑙
+𝑄

𝑐𝑜𝑜𝑙
+𝑄

ℎ𝑒𝑎𝑡

𝑄
𝑠𝑜𝑙

(17)

The exergy efficiency of the examined configuration (𝜂ex) is calcu-
lated by using the next formula:

𝜂
𝑒𝑥

=
𝑃
𝑒𝑙
+𝑄

𝑐𝑜𝑜𝑙
⋅
(
𝑇0
𝑇
𝑒

− 1
)
+𝑄

ℎ𝑒𝑎𝑡
⋅
(
1 − 𝑇0

𝑇
ℎ𝑒𝑎𝑡

)

𝑄
𝑠𝑜𝑙

⋅
(
1 − 4

3 ⋅ 𝑇0
𝑇
𝑠𝑢𝑛

+ 1
3 ⋅

(
𝑇0
𝑇
𝑠𝑢𝑛

)4
) (18)

The solar beam irradiation exergy flow is calculated according to
the Petela model [32]. Kelvin units have to be used in Eq. (18); the sun
temperature (Tsun) is 5770 K; the reference temperature level (T0) is
298.15 K. The refrigeration production temperature (Te) and the heat-
ing production temperature (Theat) are also included in the previous for-
mula.

The last step in the system evaluation is the financial investigation.
During this process, the simple payback period (SPP) is the used param-
eter for a basic financial evaluation:

𝑆𝑃𝑃 =
𝐶0

𝑇 𝑖𝑚𝑒 ⋅ 𝐶𝐹
(19)

The investment cost (C0) is defined according to the next formula:

𝐶0 = 𝐾
𝑐𝑜𝑙

⋅ 𝐴
𝑐𝑜𝑙

+𝐾
𝑡𝑎𝑛𝑘

⋅ 𝑉
𝑡𝑎𝑛𝑘

+𝐾
𝑜𝑟𝑐

⋅ 𝑃
𝑒𝑙,𝑜𝑟𝑐

+𝐾
𝑣𝑐𝑐

⋅𝑄
𝑐𝑜𝑜𝑙

+𝐾
ℎ𝑒𝑥

(20)

The specific costs and the costs of the previous formula are given in
table 1. The cost of the ORC is found by using its electricity production
and not the overall system’s electricity production. More specifically:

𝑃
𝑒𝑙,𝑜𝑟𝑐

= 𝜂
𝑔
⋅ 𝜂
𝑚
⋅𝑊

𝑇
−𝑊

𝑝
(21)

281



E. Bellos and C. Tzivanidis Energy and Built Environment 2 (2021) 278–289

Table 2

Values of the constant variables in this work.

Parameter Value

PTC area (Acol) 100 m2

Solar mass flow rate (mcol) 2 kg s−1

Volume of the tank (Vtank) 4 m3

Pinch point in the HRS (PP) 5°C

Overall tank thermal loss coefficient (UT) 0.5 W m−2 K−1

Compressor isentropic efficiency (𝜂is,com) 85%

Turbine isentropic efficiency (𝜂is,T) 85%

Motor efficiency (𝜂motor) 80%

Shaft mechanical efficiency (𝜂m) 99%

Electrical generator efficiency (𝜂g) 98%

Cooling production temperature (Tcool) 5°C

Heating production temperature (Theat) 60°C

Recuperator pinch point (ΔTrec) 10°C

Condensing temperature level (Tcon) 40°C

Mena ambient temperature level (Tam) 25°C

Operating time during the year (Time) 2500 h

In this work, the yearly operating time (Time) is chosen at 2500 h
which is a typical value for the location of Athens in Greece [28]. The
hourly cash flow of the system (CF) is calculated as below:

𝐶𝐹 = 𝑃
𝑒𝑙
⋅𝐾

𝑒𝑙
+𝑄

ℎ𝑒𝑎𝑡
⋅𝐾

ℎ𝑒𝑎𝑡
+𝑄

𝑐𝑜𝑜𝑙
⋅𝐾

𝑐𝑜𝑜𝑙
−
𝐾
𝑂&𝑀
𝑇 𝑖𝑚𝑒

(22)

The cost for operation and maintenance is selected to be 1% of the
initial investment cost (KO&M = 0.01∙C0). Moreover, it has to be said that
the selected heat exchanger cost has a reasonable cost for the needed
heat exchanging area.

2.3. Followed methodology

The present investigation regards a polygeneration system which op-
erates in steady-state conditions. The analysis is performed by using
the mathematical modeling of Section 2.2. The analysis is done with
a homemade model in Engineering Equation Solver [19]. The values of
the constant parameters of this work can be found in Table 2.

During the parametric study, only one parameter changes in every
scenario and the other parameters have their nominal values. Table 3
includes the parameters of the parametric study, their nominal values
and the range of their values through the parametric investigation.

It is important to be said that high pressure of the ORC (phigh), or the
turbine inlet pressure is studied by applying the dimensionless pressure
parameter (𝛼). For this work, the working fluid is toluene and its critical
pressure (pcrit) is 41.3 bar.

𝑎 =
𝑝
ℎ𝑖𝑔ℎ

𝑝
𝑐𝑟𝑖𝑡

(23)

The heat source temperature level (Ts,in) is studied through the pa-
rameter (ΔTs) which is the temperature difference between the (Ts,in)
and the minimum possible (Ts,in-min). This minimum value is the mini-
mum possible in order to have a suitable heat transfer in the HRS. This
value is calculated by assuming that there is a pinch point (PP) both at
the HRS inlet and at the start of the evaporator. So, the parameter (ΔTs)
can be written as:

ΔT
𝑠
= 𝑇

𝑠,𝑖𝑛
−
(
𝑇
𝑠𝑎𝑡

+ Δ𝑇
𝑠ℎ

+ 𝑃𝑃
)

(24)

The saturation temperature in every case (Tsat) is determined by the
used value of the parameter (𝛼).

At this point, it is interesting to give some comments about the selec-
tion of the nominal values. About solar irradiation, the selection of the
700 W m−2 gives overall a reasonable solar potential for the examined
location (Athens) if it is multiplied with the 2500 h (operating time of
the system) [28, 36]. The solar angle of 30°, this value gives a relatively
reasonable value which is close to the mean yearly incident angle mod-
ifier for Athens [37]. The heating and the cooling loads have selected
arbitrarily at these values in order to produce useful outputs of similar

Fig. 2. The impact of the pressure ratio parameter on electricity, heating and
cooling.

quantities. More analysis of them is done in this work. The superheat-
ing is selected not to be so high because it is usually low in the ORC.
The zero value of the heat source temperature difference and the value
of 90% for the pressure ratio parameter are the optimum results of an-
other previous work [8], so they can be used as nominal values in this
paper. It is also remarkable to be said that the maximum examined value
of the pressure level is equal to 90% of the respective critical pressure,
as it is usually done in other literature studies [8, 31].

In the end, it has to be said that in dynamic operation, the stor-
age tank temperature and consequently the heat source temperature are
variable. When the temperature level in the tank is over the designed
value, the tank provides heat to the ORC and in a real operation, there
is a proper control strategy based on the heat source mass flow rate in
order to adjust the heat rates.

3. Results and discussion

Section 3 is devoted to presenting the results of the present work. The
systems’ useful outputs are energy efficiency, the exergy efficiency, the
cash flow and the simple payback period are given in all the cases. The
parameters are separated into three categories; design parameters, solar
potential parameters and loads. At this point, it has to be said that in
the nominal operating scenario (see Table 3), the net electricity output
is 6.14 kW, the heating load 10 kW, the cooling load 10 kW, the energy
performance 37.34%, the exergy performance 12.13%, the hourly cash
flow 2.90 €/h and the simple payback period 8.50 years. Moreover, the
VCC has a coefficient of performance at 5.46 which is a relatively high
value.

3.1. The influence of the design parameters on the examined system

Firstly, the influence of the design parameters on the system per-
formance is presented. Figs. 2–5 show the impact of the pressure ratio
parameter on the system performance. More specifically, Fig. 2 shows
that electricity production is maximized for the pressure ratio parame-
ter of 0.73 at 6.17 kW, while the other outputs are not influenced by
this parameter. For this optimum pressure ratio, also the energy and
exergy efficiencies are maximized as Fig. 3 shows. The maximum en-
ergy efficiency is 37.4% and the respective maximum exergy efficiency
12.2%. At this point, it has to be said that the optimum value of the
pressure ratio parameter is associated with a respective optimum high
pressure (turbine inlet) and an optimum evaporation temperature in the
heat recovery system. The general rule is that higher temperature leads
to higher ORC efficiency but it also leads to reduces solar collector ef-
ficiency because of the mean system temperature increases. These two
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Table 3

The examined values of the parametric variables.

Parameter Symbol Values

Nominal Minimum Maximum

Superheating degree ΔTsh ( °C) 20 0 40

Pressure ratio 𝛼 (-) 90% 50% 90%

Source temperature difference ΔTs ( °C) 0 0 40

Cooling load Qcool (kW) 10 0 20

Heating load Qheat (kW) 10 0 20

Solar irradiation Gb (W m − 2) 700 400 1000

Solar angle 𝜃 (o) 30 0 50

Fig. 3. The impact of the pressure ratio parameter on the energy and exergy
efficiencies.

Fig. 4. The impact of the pressure ratio parameter on the simple payback period
and on the hourly cash flow.

conflicting factors make the existence of an optimum pressure level.
Moreover, the saturation curve of the organic fluid and the selected su-
perheating degree have also an influence on the results.

Fig. 4 indicates that the simple payback period is minimized at 8.5
years and the hourly cash flow is maximized at 2.9 €/h for the same
global optimum pressure ratio. In any case, it is important to state that
small deviations from the optimum pressure ratio do not lead to the
great variation of the aforementioned indexes.

The next investigated design parameter is the superheating degree in
the turbine inlet. More specifically, Fig. 5 proves that the greater super-
heating leads to higher electricity production while the other outputs are
not influenced. This is an interesting result because, in other literature
studies, generally small superheating values are selected. In any case,

Fig. 5. The impact of the superheating on electricity, heating and cooling.

Fig. 6. The impact of the superheating on the energy and exergy efficiencies.

the saturation curve shape plays a significant role in this result and thus
there is a need for parametric study in every case. Fig. 6 proves that both
energy and exergy efficiencies increase with higher superheating. Fig. 7
makes clear that higher superheating leads to lower simple payback pe-
riod and to higher hourly cash flow. So, there is a need for designing
systems with high superheating in order to have optimum performance.

The last examined design parameter is the temperature increase of
the heat source, over the minimum possible value. Fig. 8 indicates that
higher heat source temperature reduces electricity production because
the solar thermal efficiency is getting lower. The collector operating
in higher temperature is not beneficial for the overall system perfor-
mance and so there is a need for designing a system with relatively
low-temperature levels in the solar field, something that can be done by
using high flow rates on the solar field. Fig. 9 comes in accordance with
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Fig. 7. The impact of the superheating on the simple payback period and on
the hourly cash flow.

Fig. 8. The impact of the heating source temperature difference on electricity,
heating and cooling.

the previous statements and shows that the heat source temperature
leads to lower energy and exergy efficiency. Also, the simple payback
period increases and the hourly cash flow reduce with the higher heat
source temperature level, as Fig. 10 illustrates.

3.2. The influence of the solar potential parameters on the examined system

Section 3.2 includes results about the system performance for differ-
ent solar irradiation values. Figs. 11 to 13 show the system performance
for different values of the solar beam irradiation from 400 W m−2 up
to 1000 W m−2. Fig. 11 indicates that higher solar irradiation increases
linearly the electricity production which is ranged from 0.18 kW up
to 12.1 kW. For solar beam irradiation levels lower than 400 W m−2,
the system is practically unable to operate properly and to produce the
demanded useful outputs. At this point, it has to be said that the linear
character of the electricity production curve is associated with the small
deviation of the collector efficiency with the solar irradiation variation,
especially in high irradiation values.

Moreover, higher solar irradiation leads to higher exergy efficiency
but to lower energy efficiency, as Fig. 12 indicates. Practically, higher
amounts of solar irradiation lead to higher solar heat input, while the
heating and cooling loads are constant. This situation makes unable the
proper utilization of extra solar energy for heating and cooling prod-
ucts. On the other hand, higher solar irradiation increases significantly
the electricity production which is the critical quantity for the exergy

Fig. 9. The impact of the heating source temperature difference on the energy
and exergy efficiencies.

Fig. 10. The impact of the heating source temperature difference on the simple
payback period and on the hourly cash flow.

efficiency and thus the exergy efficiency increases. Fig. 13 shows that
higher nominal solar potential leads to lower simple payback period
and to higher hourly cash flow. However, the deviation of the simple
payback period is not high; from 10.03 years to 7.87 years, something
that indicates the investment is viability in all the cases. Different val-
ues of the nominal solar irradiation practically correspond to different
locations with different solar potential.

Figs. 14–16 depict the influence of the sun incident angle on the unit
performance. This parameter influences the PTC incident angle modi-
fier and so it plays an important role in the collector thermal efficiency.
Fig. 14 indicates that the higher values of this parameter lead to lower
electricity production and practically for solar angles after the 50°, the
system stops to operate. The electricity production curve trend has a
similar shape with the incident angle modifier shape which is a reason-
able result. Fig. 15 shows that both energy and exergy efficiencies are
getting lower with the increase of the sun incident angle. The exergy ef-
ficiency is more influenced by the increase of the solar angle compared
to the energy efficiency. Fig. 15 indicates the use of a higher nominal
solar angle leads to a less efficient investment and so the simple pay-
back period increases and the hourly cash flow decreases. However, the
investment is always viable and this fact indicates that the selection of
a different location, through the use of a different solar angle, does not
has a so great impact on the financial viability of the investment but it

284



E. Bellos and C. Tzivanidis Energy and Built Environment 2 (2021) 278–289

Fig. 11. The impact of the solar irradiation level on electricity, heating and
cooling.

Fig. 12. The impact of the solar irradiation level on the energy and exergy
efficiencies.

has a greater impact on the thermodynamic indexes and especially in
the exergy efficiency.

3.3. Simple parametric study for different cooling and heating loads

The next step in this analysis is the investigation of different heating
and cooling load values on the system performance. Figs. 17–19 show
the impact of the cooling load on the results and Figs. 20–22 the impact
of the heating load on the results.

Fig. 17 exhibits that a higher cooling load reduces electricity pro-
duction because higher amounts of produced work are taken from the
shaft and so lower net electricity is available. Fig. 18 indicates that the
increase of the cooling load has a positive impact on the system ener-
getic performance but a negative impact on the system’s exergetic per-
formance. This fact is explained by the decrease of the electricity with
a cooling load increase which is an important parameter for the exergy
efficiency. Fig. 19 illustrates the impact of the cooling load on the finan-
cial viability of the system. Higher cooling load leads to lower simple
payback period and to higher hourly cash flow.

Fig. 20 exhibits that a higher heating load reduces electricity pro-
duction because the increase of the heating product leads to lower heat
amounts entering into the heat recovery system. Fig. 21 indicates that
the increase in the heating load has a positive influence on energy effi-
ciency but a negative influence on the system’s exergy efficiency. This
fact is explained by the decrease of the electricity when heating load

Fig. 13. The impact of the solar irradiation level on the simple payback period
and on the hourly cash flow.

Fig. 14. The impact of the solar incident angle on the electricity, heating and
cooling.

increases and the high dependence of electricity with the exergy effi-
ciency. Fig. 22 illustrates the impact of the heating load on the financial
viability of the system. Higher heating load leads to smaller simple pay-
back period and to higher hourly cash flow.

3.4. System performance for different combinations of heating-cooling

loads

The last part of the results section regards the investigation of dif-
ferent design scenarios by studying different combinations of heating
and cooling loads. Figs. 23–27 show the system performance indexes
for different heating loads (horizontal axis) and cooling loads (different
curves). Generally, it can be said that the curves have a linear character
and this is an interesting result for the design procedure of the system.

Fig. 23 indicates that electricity production is reduced with the in-
crease in heating and cooling loads. Fig. 24 shows that energy efficiency
is enhanced by the higher design values of heating and cooling loads.
On the other hand, Fig. 25 validates that the exergy efficiency is de-
creased with the increase in heating and cooling loads. Fig. 26 shows
that the hourly cash flow is enhanced with the higher heating and cool-
ing production, while Fig. 27 indicates that the increase of the cash flow
leads to a lower simple payback period for the cases with higher heating
and cooling loads. Generally, the curves in the Figs. 23–26 are approxi-
mately linear, while the curves of Fig. 27 are not linear. Practically, the
higher heating load leads to a small increase in the hourly cash flow
(see the small slope of curves in Fig. 26) because of the simultaneous

285



E. Bellos and C. Tzivanidis Energy and Built Environment 2 (2021) 278–289

Fig. 15. The impact of the solar incident angle on the energy and exergy effi-
ciencies.

Fig. 16. The impact of the solar incident angle on the simple payback period
and on the hourly cash flow.

Fig. 17. The impact of the cooling load on the useful outputs.

electricity production decrease. So, for heating production over 5 kW,
the financial gain is not so high in order to give an important decrease
in the simple payback period.

3.5. Discussion and future research

In this analysis, a promising trigeneration system is investigated
parametrically in detail. This system is ideal for the building sector and it

Fig. 18. The impact of the cooling load on the energy and exergy efficiencies.

Fig. 19. The impact of the cooling load on the simple payback period and on
the hourly cash flow.

Fig. 20. The impact of the heating load on the useful outputs.

can produce all the useful outputs that are needed in the buildings. One
important advantage of this system is its simplicity and the ability to ad-
just the heating and cooling production. The system can be designed for
different combinations of heating and cooling loads, something which is
very important due to the variation of these loads among the buildings.
Also, an extra advantage of this system is that it can produce heating at
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Fig. 21. The impact of the heating load on the energy and exergy efficiencies.

Fig. 22. The impact of the heating load on the simple payback period and on
the hourly cash flow.

Fig. 23. Electricity production for different combinations of heating-cooling
loads.

higher temperature levels than 60°C if it is needed, for example at 90°C
if there are radiators in the examined building.

Table 4 summarizes the main findings of the unit performance in
the nominal operating scenario. It is remarkable to highlight that the
nominal electricity rate is 6.14 kW, the heating rate 10 kW, the cooling
rate 10 kW, while the respective yearly productions 15.4 MWh, 25 MWh
and 25 MWh respectively. The energy efficiency is 37.34% which is not

Fig. 24. Energy efficiency for different combinations of heating-cooling loads.

Fig. 25. Exergy efficiency for different combinations of heating-cooling loads.

Fig. 26. Hourly cash flow for different combinations of heating-cooling loads.

a so high value but it has to be said that the input solar data were rep-
resentative for the whole year period and they are not the maximum
possible values as in other studies. More specifically, this work uses so-
lar irradiation of 700 W m−2 and 30° solar angle, while the majority of
other studies use 1000 W m−2 and zero incident angle. Moreover, the
present system sacrifices electricity in order to feed the VCC, something
that has a negative influence on the exergetic performance. In any case,
the financial analysis shows a relatively low investment cost and an ac-
ceptable payback period of 8.5 years for a system that is driven only by
solar irradiation. For a better understanding of the system performance,
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Fig. 27. Simple payback period for different combinations of heating-cooling
loads.

Table 4

Final results for the nominal operating sce-
nario.

Parameters Values

Electricity rate 6.14 kW

Heating rate 10 kW

Cooling rate 10 kW

Energy efficiency 37.34%

Exergy efficiency 12.13%

Yearly electricity production 15.4 MWh

Yearly heating production 25 MWh

Yearly cooling production 25 MWh

Simple payback period 8.50 years

Hourly cash flow 2.90 €/h
Investment cost 61.6 k€

Fig. 28. Temperature-specific entropy diagram (T-s) for the ORC with toluene
at default conditions.

Fig. 28 shows the temperature-specific entropy diagram of the ORC
and Fig. 29 shows the respective depiction for the vapor compression
cycle.

In the future, the examined configuration can be examined and
optimized in dynamic conditions by using a different time-dependent
model. The emphasis can be given in the adjustment of the building
loads with the system productions, as well as in the use of extra stor-

Fig. 29. Temperature-specific entropy diagram (T-s) for the VCC with R290 at
default conditions.

age devices such as batteries, heating production and cooling produc-
tion tanks. Different heating production temperatures can be exam-
ined and also the production of heating in two temperature levels for
different applications. Moreover, the investigation of different collec-
tor types such as solar dishes and linear Fresnel reflectors can be also
performed.

4. Conclusions

The goal of this study is the investigation of a solar-driven trigen-
eration unit that produces cooling, heating and electricity. The ex-
amined configuration includes PTC, ORC and VCC, while there are
also heating heat exchangers and a storage tank. A developed model
in EES is used in order to extract the results of the system perfor-
mance. The most valuable conclusions are described by the following
bullets:

• In the nominal operating scenario for heating and cooling at 10 kW,
the electricity product is 6.14 kW, It is found that the energy and
exergy efficiencies are 37.34% and 12.13% respectively. More-
over, the hourly cash flow is 2.90 €/h and the simple payback
period is 8.5 years.

• The design parameters have an impact on electricity production.
More specifically, the optimum pressure ratio which maximizes
electricity production is close to 0.73. Higher superheating and
lower heat source temperature are also beneficial to electricity
production.

• The use of higher nominal solar irradiation and lower nominal so-
lar angle in the system design leads to a more efficient system
and a more viable investment. However, the solar potential indi-
cators have a higher impact on the exergy efficiency than energy
efficiency, while they have a relatively small influence on the
economic analysis of the investment.

• Higher heating and cooling loads lead to lower electricity, higher
energy performance, lower exergy performance and lower simple
payback period.

• In the future, the studied configuration can be optimized for
a separate study case by using a dynamic model for taking
into consideration the fluctuations of the solar irradiation dur-
ing the day and real building loads. Moreover, different ther-
mal storage systems can be evaluated (e.g. phase change mate-
rials or chemical storage) in order to achieve more sustainable
configurations.
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To achieve carbon targets, the European Union (EU) aims to promote nearly zero-energy buildings (nZEB). To
enable the necessary transition, technical solutions need to converge with socio-economic factors, such values
and awareness of stakeholders involved in the decision-making process. In this light, the aim of this paper is to
characterise perceived drivers and barriers to nine energy-efficient technologies (EET), according to key decision-
makers’ and persuaders of the technology selection in the EU residential building context. Results are collected
across eight EU countries, i.e. Belgium (BE), Germany (DE), Spain (ES), France (FR), Italy (IT), Netherlands
(NL), Poland (PL), and United Kingdom (UK). The stakeholders’ selected are architects, construction companies,
engineers, installers and demand-side actors. Data from a multi-country survey is analysed to calculate the share
of 15 drivers and 21 barriers (aggregated to 5 groups), being selected for each EET and country. The 5 groups
considered to analyse drivers and barriers are environmental, technical, economic, social, legal. The perceived
barriers and drivers were further studied for their association across the countries using the Pearson’s Chi2 and
a Cramer’s V tests. The results demonstrate that across all EETs and countries, the technical and economic driver
groups are perceived to have the highest potential to increase the implementation rate of EET. In terms of barriers,
economic aspects are seen as the foremost reason that EET are not scaling faster. In both drivers and barriers
legal aspects are the least often selected. In overall the barrier groups show significant variation across countries
compared to driver groups. These findings provide an evidence-basis to better understand arguments in favour
and against specific EETs and, in this way, support policy makers and other interested parties to increase the
market share of the selected solutions.

1. Introduction

1.1. Motivation

In the European Union (EU), buildings are currently the single
biggest contributor of GHG emissions, responsible for approximately
40% of energy consumption and 36% CO2 emissions. Furthermore,
about 35% of the building stock is over 50 years old and more than
75% is considered to be energy inefficient [1]. In view of these facts,
the EU aims to promote nearly zero-energy buildings (nZEB) [2]. In line
with requirements from the European Commission, EU countries had
to develop and submit nearly zero-energy buildings national plans, de-
scribing how they intended to increase the number of nZEBs in their
respective country to comply with the directive [3]. Although technol-
ogy options to decrease building’s energy demand to nZEB standards are
readily available and, in many cases, economically viable [4–9], aver-
age annual construction and retrofit rates in the residential sector are
still around 1% [10]. Of these, less than 5% are reaching these standards
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[11]. This implies that, despite their availability and economic viability,
energy efficient technology solutions are not deployed at the required
rate to meet EU’s carbon reduction targets.

The discrepancy between the techno-economic potential and actual
market behaviour has been coined as the ‘energy efficiency gap’ and im-
plies that non-technical hurdles are preventing the large-scale diffusion
of these solutions [12]. Any factor slowing the large-scale deployment
of these technologies or limiting market success for cost-effective tech-
nology is referred to as a market barrier [13]. In this way, to foster the
adoption of energy-efficient technologies, a pan-EU knowledge about
the market-specific barriers and drivers is needed. This information can
be particularly meaningful if it is based on evidence from the stakehold-
ers involved in the technology selection, such as technology adopters,
architects, engineers, constructors, and installers [14].

Against this background, the goal of the present study is to better
understand what is impeding the large-scale deployment of these solu-
tions. More specifically it focuses on gathering empirical evidence on
the drivers and barriers for the available technology solutions allow-
ing for differences across (1) stakeholders (potential adopters of the
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technologies, architects, engineers, constructors and installers), (2) EE
technologies, and (3) EU countries. Findings can be used as evidence-
basis to support policy makers further develop instruments and strate-
gies, and companies or industry associations aiming to increase their
market share of energy-efficient solutions.

1.2. Literature overview: drivers and barriers to energy efficient

technologies in buildings

There is a broad literature on the drivers and barriers to energy effi-
ciency in buildings. Several of these contributions discuss the situation
in EU countries.

The reviewed scientific papers focus on empirical evidence on house-
hold’s adoption of energy efficient systems, more particularly those
which have collected the perception of key stakeholders involved in
building projects within the last two decades (years 2000–2020). Most
retrieved studies focus on a single country or stakeholder (Table 1).
Persson and colleagues investigated the existence and significance of
barriers and driving forces for the implementation of energy-efficient
houses in Sweden, interviewing construction companies to gather this
information. They concluded that there is a need to demonstrate to
both construction companies and potential customers the viability of
building passive houses and that future building regulations from the
European Union are identified as a regulatory driver [15]. Cagno and
colleagues conducted an exploratory investigation analyses to a set of
Dutch manufacturing enterprises and other agencies to map the views
of stakeholders in the decision-making cycle. Their findings lead them
to conclude that much greater attention should be paid to issues, such as
extending policies from industrial final users to all companies supplying
enterprises with capital, technologies, services, information, and com-
petences [16]. Likewise, the purpose of the paper developed by Beillan
and colleagues was to analyse the weight of socio-economic factors in
the decision-making process of multiple energy efficiency technologies
across various European countries. For this they selected case studies
in Germany, Switzerland, Italy, Spain and France. For each case on-
site surveys were conducted, including qualitative interviews with the
owners, the residents and the involved professionals. Results from their
study showed that (1) people getting involved in projects of energy-
efficient refurbishment aren’t mainly and exclusively motivated by en-
ergy savings; (2) there’s a lack of skilled work force able to meet the re-
quirements of energy-efficient retrofitting; (3) public support schemes
for retrofitting measures play a crucial role; (4) the local embedding
of projects is important [17]. Cooke and colleagues reported on the re-
sults of a qualitative study about building project stakeholders in the
UK—their experience of alternative energy technologies (AETs), the fac-
tors that influence assessments and their views on how to improve the
chances of using AETs in future projects. Among other conclusions, they
highlighted the lack of experience of installing AETs in buildings in the
UK, and the understanding of these technologies is variables - in line
with the results from Persson and colleagues. Also, that there were a
number of drivers and barriers to the use of AETs in buildings at the
time of the study, and that the relevance of each of these varied be-
tween projects, with time and with the technology [18]. Achtnicht and
colleagues identified key drivers and barriers for the adoption of build-
ing energy retrofits in Germany by analysing data from a 2009 survey
of more than 400 owner- occupiers of single-family detached, semide-
tached, and row houses. They found that private owners who are able
to afford it financially, for whom it is profitable, and for whom there is
a favourable opportunity were more likely to undertake energy retrofit
activities [19]. Stieß and colleagues offered a comparison of homeown-
ers applying low and zero carbon technologies versus those carrying
out standard refurbishment measures. They concluded that the dissem-
ination of information and transfer of knowledge played a key role in
achieving energy-efficient refurbishment measures [20]. Likewise, Pe-
lenur and colleagues link demographics with barriers to energy effi-
ciency measures adoption in residential sector in the UK [21]. Michelsen T
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and Madlener explored the multi-dimensionality of the homeowners’
motivation to decide between competing residential heating systems in
Germany, concluding that adoption motivations can be grouped around
six dimensions: (1) cost aspects, (2) general attitude towards the tech-
nologies, (3) government grant, (4) reactions to external threats (i.e.,
environmental or energy supply security considerations), (5) comfort
considerations, and (6) influence of peers [22]. In Germany too, Kester-
nich and colleagues derived factors that increase the willingness to pay
(WTP) of homeowners for energy efficiency in the specific case of an up-
coming move. Their estimation results suggested that the WTP is not de-
termined by socioeconomic attributes like household income or formal
education, but rather by environmental concerns and energy awareness
[23]. Likewise, Caird and colleagues surveyed consumers’ (i.e. technol-
ogy adopters) to study the reasons behind adoption of energy efficiency
measures and renewable energy systems, including drivers and barriers.
The reasons for considering but rejecting these technologies include the
familiar price barriers, as well as other obstacles that varied according
to the technology concerned [24]. Finally, Heiskanen offered a litera-
ture review on renewable energy technology deployment in residential
buildings, in which concluded that a research gap exists because build-
ing owners across Europe are quite diverse, and the European markets
exhibit different stages of maturity [25].

This literature overview shows a body of knowledge covering
household-level factors influencing the adoption of building-scale en-
ergy efficiency solutions. Yet, each study addresses a distinct country,
technology solution(s) and stakeholder´s perspective. The only cross-
country analysis of household adoption of energy efficient technologies
and behavioural practices we are aware of is the OECD report “Assessing
the Impacts of Climate Change” (2011) [26]. Results across the selected
OECD countries included in the study were found to vary considerably
with respect to appliance stock, investments in energy-savings equip-
ment, energy savings behaviour, government support received for in-
stallations of energy- efficient technologies, environmental concerns and
attitudes, or motivations to reduce energy consumption. For example,
Dutch households are most likely to turn off their electronic appliances
and devices. In comparison, households in Australia, the Czech Repub-
lic and South Korea are the least likely to switch off appliance in stand-
by mode, while households in Sweden and Norway are the least likely
to turn off lights when leaving a room. The June 2011 Eurobarometer
survey also hints at differences across EU Members in terms of envi-
ronmental concerns and actions [27]. For instance, in Luxembourg and
Denmark 34% and 31% of the population, respectively, considers cli-
mate change to be the single most serious problem facing the world. In
Portugal and Ireland, this share is only 7% and 13%, respectively. In the
6 months prior to the survey, about three quarters of Swedes, Slovenes
and Luxembourgian report to have taken personal actions to fight cli-
mate change, but less than a third of Poles, Romanians or Estonians
report the same. However, given the diversity of local and national con-
texts, studies from one country or specific technology cannot be readily
generalized to other region or technology, even within the EU. Thus,
comparing findings across studies and countries is not possible, as these
differ in terms of technologies selected, behavioural practices, explana-
tory variables, and methods.

2. Materials and methods

This section describes the survey instrument used to retrieve the
data as well as the analysis applied. The data collected from a large-
scale multi-country survey are displayed and analysed for the percent-
age of respondents across the countries stating the relevance of various
drivers and barriers for EETs. The perceived barriers and drivers were
further studied for their association across the countries using the Pear-
son’s Chi2 and a Cramer’s V tests. The lower the p-value for Pearson’s
Chi2, the higher the level of association, i.e. how the preference to-
wards a driver or barrier varies across the selected countries. Similarly,

the higher value of Cramer’s V (between 0 and 1), the higher the level
of association.

2.1. Data collection: a multi country online survey

The empirical analysis is based on data collected from a multi-
country online survey distributed in 2019 across 8 European countries:
Belgium (BE), Germany (DE), Spain (ES), France (FR), Italy (IT), Nether-
lands (NL), Poland (PL), and United Kingdom (UK). To enable cross-
country comparability of the results, all countries used a common survey
instrument translated into the local language and jargon with the sup-
port of a market expert team and stakeholder representatives from each
country. The overall sample contains 7231 responses [28–30]. Since the
population of interest (i.e. residential building projects in the EU) is sig-
nificantly large and heterogeneous, and there was a need to represent
even small subgroups of the population (e.g. stakeholder groups, com-
prehensive refurbishment projects, etc.), a stratified sample approach
was considered as the most appropriate. To characterise the population
of interest, the sample was then divided into three stratification axes,
as of the main elements building projects are composed of: (I) stake-
holder group, (II) building typology, and (III) project type. Based on the
stratified approach, there was no maximum number of responses stip-
ulated but rather a minimum quota for the three axes of stratification
(Annex II, Table A2). One stratification axis is controlled ex-ante (i.e.
stakeholder group) and two are controlled for during the survey or ex-
post (i.e. building typology and project type). A number of steps were
followed to control the ex-ante axis in the survey distribution. The first
step was to study the structure of the axis in each country, which was
done in terms of number of companies and sizes (i.e. number of employ-
ees). This information was collected from Eurostat [31]. This source was
chosen because it ensured the cross-comparability of the statistics. This
information was then transferred to a market research institute, com-
missioned for the distribution of the survey across the selected coun-
tries. The market research institute was then responsible for collecting
the contacts for the selected stakeholder groups according to the num-
ber of companies and sizes specified by the Eurostat database for each
country. The contact directory for each stakeholder group and country
was constructed from different sources, namely: yellow pages, online
lists, purchase of list from different suppliers (e.g. green book) or even
sometimes from random telephone selection [32].

The original survey contained responses from seven stakeholder
groups: (1) Conceiving, planning, and consulting services; (2) Material
and technology supply; (3) Construction & installation; (4) Enabling ser-
vices; (5) Operation and maintenance services; (6) Institutional demand
side, and (7) Private demand side. However, the present study focuses on
collecting the perspective of key decision-makers in the technology se-
lection. Therefore, some stakeholder groups had to be excluded from the
analysis. To select what stakeholder groups were included in the analy-
sis, a literature review was performed. In this, several sources identified
demand-side actors, (e.g. institutional and private demand side) are key
decision-makers in the technology selection [33,34]. Nevertheless, re-
cent findings demonstrate that in the technology selection process in EU
residential buildings, many other stakeholders are involved and inter-
connected in these decisions, some of which can have the same or even
more power and communication than the demand-side actors, namely
architects, engineers, construction companies and installers [14]. These
findings substantiate some earlier results from Beillan and colleagues,
which had identified that architects played a key role for orienting
homeowners towards comprehensive energy-efficient retrofitting. [17].
This supports the investigations from Heiskanen that indicated that in-
stallers are often the main source of information for building owners,
and their recommendations have significant weight in the choice of sev-
eral building systems or components [23]. On this basis, the barriers and
drivers are based on the following perspective: architects (1.1), engi-
neers (1.2), construction companies (1.3), installers (1.4), and demand-
side actors, including institutional demand side, such as housing compa-
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Table A2

Minimum quota defined in the survey. Breakdown per stratification axis.

Stakeholder Project type Sub-total Grand-total

New built
Deep

refurbishment

All other measures

(including
maintenance,
refurbishment)

Group Sub-groups SDB MDB SDB MDB SDB MDB SDB MDB SDB + MDB

1. Conceiving, planning, and

consulting services

Architects and engineers 9 9 9 9 9 9 27 27 54

2. Material and technology

supply

Material or technology

manufacturer or retailer

9 9 9 9 9 9 27 27 54

3. Construction & installation Construction companies and

installers

10 10 10 10 10 10 30 30 60

4. Enabling services Local authorities, banks and

other financial services

9 9 9 9 9 9 27 27 54

5. Operation and maintenance

services

Energy supply/utility and

ESCO, facility managers:

commercial, administrative,

technical, maintenance, etc.

10 10 10 10 10 10 30 30 60

6. Institutional demand side Investors, developers, housing

companies for profit,

public/part

Governmental/non-profit

15 15 15 15 15 15 15 45 60

7. Private demand side Private house owners, flats

rented out or self-owned

26 26 26 26 26 26 78 78 156

Total 88 88 88 88 88 88 234 264 498

nies (for profit), housing company or housing association, cooperative
(public/part governmental/non-profit) and private demand side, includ-
ing: private owner (1.5).

In order to collect the information to identify the respondent’s role in
the building value chain, the respondents were asked: “Are you working
professionally in one of the following companies or organisation types?”
followed by a list of 21 options, including “Other company or organi-
sation type in the building or construction sector” and “No, I do not
work professionally in any company or organisation type related to the
building and construction sector”. To encompass all demand-side actors
including private owners, for those interviewees who had indicated not
to be working professionally in an organization from the building sec-
tor, there was the follow-up question “Do you privately own one or more
residential home(s) or flat(s)?”

Since the analysis focused on a specific stakeholder groups (i.e. ar-
chitects, engineers, construction companies, installers and demand-side
actors), a subset of the complete database was used. Subsequently, the
final sample used for this study consists of 1782 responses, with the fol-
lowing distribution across countries: BE = 115, DE = 181, ES = 317,
FR = 209, IT = 329, NL = 216, PL = 204, UK = 211. The subset ob-
tained for the above-mentioned stakeholder groups are further divided
into two parts, one each for drivers and barriers. Based on the contact
collection approach, it is reasonable to assume that these subsets are
randomly collected. Because the scope of this study is limited to pro-
vide a basic analysis on the choice of drivers and barriers by country,
stakeholder and technology separately. The inclusion of sample weights
would be appropriate for performing an aggregated analysis where all
three strata (country, stakeholders, and building typology) are studied
together. In this way, the response to the above questions on drivers and
barriers was another dimension defining the sample size. The parts are
based on the valid responses to analyse the driver or barrier groups (i.e.
at least one of the answer options in the question checked). This division
is necessary as the respondents were given the freedom to answer either
barriers or drivers or both based on their level of experience and knowl-
edge. The complete list of stakeholders and their respective quotas in
the final dataset with valid observations for driver and barrier groups
are described in Table 1. The datasets for driver and barrier groups have
1326 and 1365 responses respectively. Among the stakeholders, nearly
50% quota belongs to the demand-side actors (1.5), followed by the
construction companies (1.3). The architects (1.1), engineers (1.2), in-
stallers (1.4) have almost equal quota. Among the countries, the highest

quota belongs to the IT and lowest is for the BE. The lower sample size
for the architects (1.1), engineers (1.2), and installers (1.4) in the UK,
also for the installers (1.4) in the PL, does not affect the analysis, as
all these stakeholders are treated as a single entity. The combined sam-
ple size matters in case of estimating the shares for drivers and barriers
for various EETs. The fact that the number of responses is not exactly
matching is because the respondents could answer either of the driver
or barrier or both. The selection of drivers and barriers as well as the
main categories were extracted from the literature study [22,35,36]. The
questions related to drivers and barriers can be found in the Appendix I.
For the entire questionnaire refer to [32].

To collect the information on the drivers for the EETs, interviewees
were asked “What should happen to scale%tech% in%country%?” for
a randomly selected technology. They were offered 15 answer options,
grouped into the same 5 categories: environmental, technical, economic,
social and legal. Again, they also had the option to select “Other” and “I
don’t know”. We also included the option “I don’t want this technology to
be scaled”. The valid observations shown in Table 1 exclude the respon-
dents who answered, “I don’t know” and “I don’t want this technology to
be scaled” for the drivers. The complete list of drivers and driver groups
are shown in Table 2.

As a follow-up question, to identify perceived barriers, they were
asked: “What are the key barriers for %tech% in the current%country%
market?” for the same technology and were provided with 21 answer
options, clustered into the same 5 categories as the drivers: environmen-
tal, technical, economic, social and legal. Along with the choice “Other”
and “I don’t know”. The complete list of barriers and barrier groups are
shown in Table 3. The valid observations shown in Table 1 exclude the
respondents who answered, “I don’t know” for barriers.

The final sample sizes for drivers was (1326) and (1365) for bar-
riers respectively. The fact that the numbers of responses are not ex-
actly matching is since the respondents could answer either of the driver
or barrier or both. The selection of drivers and barriers as well as the
main categories were extracted from the literature study [22,35,36]. The
questions above can be found in the Appendix I. For the entire question-
naire refer to [32].

The format of the survey allowed participants to choose more than
one answer option out of 15 drivers and 21 barriers displayed in
Tables 2 and 3. Based on this, Table 4 shows the number of observa-
tions making 1 or more number of choices in both drivers and barriers.
For example, in IT and for building automation, 7 observations choose
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Table 2

Breakdown of drivers and groups.

Driver Group Driver Definition

Environmental 1 Improvement of the technology’s environmental performance (e.g. less energy consumption or carbon emissions)

2 Energy input such as electricity, district heat, gas, oil should be produced more from renewable energy sources

Technical 3 Improvement of the reliability and functionality

4 Easier installation process

5 Improved user-friendly

6 Better design

7 Improving Advertising / Technical Information Technology

Economic 8 Price decrease and shorter payback time

9 Energy cost saving and low running costs

Social 10 Better marketing of technology

11 Improved consideration of demands by tenants and building owners

12 Improved communication in project teams

Legal 13 Enforcement of building codes or by other legal requirements

14 Promotion of energy-efficiency, low-carbon or sustainability labels for buildings

15 Information campaign of authorities

Table 3

Breakdown of barriers and groups.

Barrier Group # Definition

Environmental 1 Lack of ambitious and clear political environmental targets

2 Lack of environmental awareness

Technical 3 Lack of reliable technologies

4 Lack of high-performance technologies

5 Lack of simple production process

6 Lack of comprehensive information about alternatives and advantages/disadvantages

Economic 7 Lack of affordable products

8 Low energy prices

9 Lack of subsidies

10 Lack of tax incentives

11 Lack of trust / awareness of lower life cycle / running costs

12 Lack of comprehensive financing models

13 Lack of qualified organizations / employees (e.g. for installation, construction)

Social 14 Lack of trust / awareness in higher acoustic comfort

15 Lack of trust / awareness in heat comfort

16 Lack of interest in attractive design

17 Lack of short or easy installation or maintenance

18 Lack of education

Legal 19 Lack of a comprehensive legal framework

20 Lack of a comprehensive building standards

21 Lack of implementation of legal standards

just one driver, and 6 observations choose just one barrier. The data
shows that there is nearly an equal number of respondents making 1
to 5 choices in both drivers and barriers, in each EET. The distribution
also varies among technologies and countries. For instance, in Building
automation & smart metering IT, NL and UK have a higher number of
responses between 1 and 2 choices than BE, DE, ES and FR, where the
highest number of responses have selected between 3 and 5 drivers or
barriers. Based on the numbers from Table 4, the authors decided to
carry out the analysis at the level of group of driver and barriers, due
to two major reasons. One of the reasons is, there are too many options
for both drivers and barriers to make a cogent analysis. Also, most of
the arguments can be correlated. For instance, a respondent may select
“lack of affordable products” an argument which can be linked to “lack
of subsidies”. In such cases, calculating the shares (probabilities) at the
individual driver or barrier level to estimate the aggregate share for the
groups will lead to an underestimation of the shares. Thus, the shares
estimated at the group level does not include the number of drivers or
barriers selected in that group. For instance, any respondent choosing
at least one of the barriers from 3 to 6 in Table 3 is considered as an
observation selecting the Technical barrier group.

2.2. Data analysis: overview of methodology

The data analysis is comprised of two parts. The first part estimates
the probability of selecting each driver and barrier group for each EET
and country combination. As shown in Eq. (1), the probabilities are the

ratio between the number of respondents thought a driver/barrier is
significant (ri) and the total number of respondents that answered the
survey (Ni). These Pi are presented as percentages of respondents select-
ing the drivers and barriers in Sections 3.1 and 3.2.

𝑃
𝑖
=

𝑟
𝑖

𝑁
𝑖

(1)

In the second part, the level of two-way association between these
probabilities and the eight countries is estimated using the Pearson’s
Chi2 and Cramer’s V test. These statistics measure the two-way depen-
dency between the probabilities of drivers/barriers among the countries.
The Pearson’s Chi2 is estimated from the number of observations in the
matrix (nij) as shown in the Eq. (2) below where, i is country (rows),
and j is if a driver/barrier is selected or not selected (columns) for an
EET and country [37]. Hence, there are eight rows (i = 1, 2, 3 …, 8)
representing the countries and two columns (j = 0,1) where j = 1 if a
driver or barrier is selected for a given EET, and j = 0 if not selected.
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𝑗
𝑛
𝑖𝑗

)
∑

𝑖

∑
𝑗
𝑛
𝑖𝑗

(2)

Since there are eight countries and two options (a driver/barrier se-
lected or not selected), the Chi2 obtained above has a total degree of
freedom equal to seven i.e., (8–1) ∗(2–1). The Cramer’s V is defined as
given in Eq. (3) below where, n is the sample size and t is the mini-
mum of number rows minus and number of columns minus one, t = 1 in
current paper as the number of rows equal to eight (countries) and the
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Table 4

Number of choices per EET, across selected countries for drivers and barriers.

1. Building automation & smart metering 2. District heating 3. Electric storage

1 2 3 4 5 6 7 >7 1 2 3 4 5 6 7 >7 1 2 3 4 5 6 7 >7

BE Drivers 1 1 3 0 1 1 0 2 0 4 4 1 2 0 2 1 1 0 2 1 2 1 0 1

Barriers 0 1 3 0 2 0 0 3 0 2 5 3 2 0 1 3 2 1 3 1 1 0 0 2

DE Drivers 1 2 0 2 4 2 1 1 2 2 0 3 5 0 0 0 4 3 2 0 2 0 0 2

Barriers 1 1 2 2 3 2 2 0 4 3 2 2 4 0 1 0 4 4 2 0 2 0 1 1

ES Drivers 0 4 4 6 2 3 1 0 2 1 5 4 3 6 2 1 2 6 6 5 6 3 1 2

Barriers 1 4 4 5 5 2 2 0 2 7 2 5 8 1 3 1 2 2 6 4 5 5 1 3

FR Drivers 0 2 7 3 3 0 1 3 2 1 1 3 3 1 2 2 2 3 1 1 7 2 1 0

Barriers 0 3 4 3 3 2 0 2 0 5 2 1 2 2 1 3 1 1 2 3 4 1 1 3

IT Drivers 7 3 7 3 2 1 0 0 6 6 5 3 1 2 0 1 4 10 5 2 0 1 0 0

Barriers 6 7 4 3 5 0 0 1 6 11 7 1 2 0 0 1 8 10 5 1 0 0 0 0

NL Drivers 5 1 7 2 2 2 1 0 1 7 6 2 4 0 0 0 8 1 2 1 2 0 0 0

Barriers 6 3 3 0 4 0 2 1 0 7 6 1 3 1 1 0 8 3 0 0 3 0 0 0

PL Drivers 1 0 1 4 4 2 2 4 3 2 1 0 6 4 1 1 2 5 3 3 5 1 0 0

Barriers 1 0 1 2 7 1 2 4 1 2 2 1 4 3 3 1 1 3 4 1 4 2 1 2

UK Drivers 4 6 0 2 5 1 1 3 5 0 1 2 4 1 0 2 3 3 3 1 3 1 1 0

Barriers 4 4 2 2 5 1 0 3 3 2 4 2 1 0 0 4 4 2 3 0 5 0 0 1

Total Drivers 19 19 29 22 23 12 7 13 21 23 23 18 28 14 7 8 26 31 24 14 27 9 3 5

Barriers 19 23 23 17 34 8 8 14 16 39 30 16 26 7 10 13 30 26 25 10 24 8 4 12

4. Heat Pumps 5. High-performance windows 6. Insulation

1 2 3 4 5 6 7 >7 1 2 3 4 5 6 7 >7 1 2 3 4 5 6 7 >7

BE Drivers 2 1 3 1 0 0 0 2 1 3 3 2 1 0 0 1 1 3 6 2 0 0 0 0

Barriers 2 0 3 1 0 2 0 2 1 4 3 1 0 2 0 1 1 4 6 1 1 0 0 0

DE Drivers 3 2 0 2 4 1 1 1 1 6 2 2 3 0 0 0 2 1 2 0 2 1 1 1

Barriers 4 2 0 1 5 2 0 2 4 1 3 1 4 0 1 0 2 2 1 1 1 0 0 4

ES Drivers 3 3 7 2 2 5 0 2 4 1 7 7 2 1 1 0 5 5 10 5 0 3 0 0

Barriers 0 6 6 3 5 2 1 1 1 2 6 4 4 3 3 0 4 4 6 4 8 3 0 1

FR Drivers 2 6 0 1 4 1 2 1 5 3 3 2 5 0 1 2 0 1 5 0 5 1 2 0

Barriers 3 2 1 2 2 0 0 4 3 4 2 4 6 1 0 3 2 1 3 0 4 2 2 2

IT Drivers 12 9 3 3 1 0 0 1 10 7 2 5 1 0 0 0 8 6 3 3 1 1 0 1

Barriers 11 4 8 3 1 0 0 1 11 6 4 1 3 0 0 0 8 7 2 3 1 2 0 0

NL Drivers 10 6 3 0 1 0 0 0 1 3 3 3 3 0 1 0 4 6 2 1 3 0 0 0

Barriers 2 6 3 1 3 0 0 1 2 1 1 4 3 1 0 0 10 0 2 1 2 0 0 0

PL Drivers 7 1 3 4 2 1 0 0 2 3 4 2 6 3 3 2 2 3 2 3 6 3 1 5

Barriers 4 0 4 4 3 1 0 2 0 3 3 1 7 1 3 6 2 1 1 4 6 2 2 7

UK Drivers 2 3 1 1 3 1 1 2 2 2 4 2 2 2 2 2 4 4 4 5 3 1 0 3

Barriers 1 2 4 1 3 1 0 2 2 3 3 2 1 1 3 2 5 3 5 1 8 1 1 1

Total Drivers 41 31 20 14 17 9 4 9 26 28 28 25 23 6 8 7 26 29 34 19 20 10 4 10

Barriers 27 22 29 16 22 8 1 15 24 24 25 18 28 9 10 12 34 22 26 15 31 10 5 15

7. Photovoltaic systems 8. Solar thermal systems 9. Ventilation (with heat recovery)

1 2 3 4 5 6 7 >7 1 2 3 4 5 6 7 >7 1 2 3 4 5 6 7 >7

BE Drivers 0 5 4 1 1 1 0 1 2 0 1 1 1 0 0 2 0 1 5 1 0 1 0 0

Barriers 1 1 5 2 1 1 1 1 0 1 2 2 0 0 1 1 0 3 2 0 2 0 0 1

DE Drivers 2 2 4 3 4 2 1 3 3 6 0 2 6 6 0 1 2 0 1 2 5 2 0 2

Barriers 2 2 2 5 4 6 1 1 6 3 5 0 4 3 0 3 2 0 1 2 6 2 0 2

ES Drivers 4 3 5 4 5 3 0 0 6 4 3 4 7 1 0 2 2 5 5 4 4 0 1 1

Barriers 4 5 3 5 4 1 2 1 3 4 6 7 3 2 1 0 4 6 2 4 1 5 0 2

FR Drivers 0 0 4 2 3 4 2 2 2 4 1 2 4 2 0 1 4 2 3 1 2 4 0 0

Barriers 0 2 4 3 2 0 1 6 2 2 3 3 3 3 0 2 4 2 0 2 5 1 0 2

IT Drivers 3 7 5 7 3 0 0 0 4 13 3 2 2 0 1 0 7 8 2 4 3 0 0 0

Barriers 7 7 4 1 5 1 1 0 6 7 7 6 1 1 0 0 4 14 5 3 2 0 1 0

NL Drivers 9 4 4 2 3 1 1 1 3 5 5 1 3 2 0 0 6 6 2 1 1 1 1 0

Barriers 10 5 4 1 2 0 0 3 5 3 4 3 4 2 0 1 8 5 0 2 1 2 0 1

PL Drivers 2 5 5 1 3 0 2 3 1 1 3 3 5 2 2 2 1 0 1 1 6 0 2 6

Barriers 3 1 5 1 7 2 2 1 1 0 2 1 9 2 2 2 0 0 1 2 5 1 1 8

UK Drivers 2 4 2 2 6 1 2 1 0 3 6 0 5 1 0 1 3 1 6 2 1 1 0 1

Barriers 5 3 0 3 3 0 3 1 2 5 1 2 0 0 2 0 5 5 1 3 0 1 1

Total Drivers 22 30 33 22 28 12 8 11 21 36 22 15 33 14 3 9 25 23 25 16 22 9 4 10

Barriers 32 23 30 18 28 14 8 16 24 22 34 23 26 13 4 11 22 35 16 16 25 11 3 17

number columns is equal to two (if a driver or barrier selected or not).
The value of Cramer’s V varies between zero and one, one showing the
high correlation [38].

𝐶𝑟𝑎𝑚𝑒𝑟
′
𝑠 𝑉 =

√
𝐶ℎ𝑖2
𝑛𝑡

(3)

The Pearson’s Chi2 and Cramer’s V test evaluates the following hy-
potheses (H0, HA):

• Null Hypothesis (H0): There is no change in the influence of a driver or

barrier for an EET (j) across the countries (i).

• Alternative Hypothesis (HA): There is a change in the influence a driver

or barrier for an EET (j) across the countries (i).

The test statistic for Pearson’s Chi2 estimated in Eq. (2) is compared
with the Chi2 distribution with degrees of freedom seven and the sig-
nificance level 5% (i.e., absolute value of Pr in Table 5 is less than or
equal to 0.05). If the test statistic is significant the H0 could be rejected,
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Table 5

Pearsons Chi2 and Cramers V, across selected EET for drivers and barriers.

EET Category Drivers Barriers

Obs. Pearson Chi2 Pr Cramér’s V Obs. Pearson Chi2 Pr Cramér’s V

1. Building automation and smart metering Environmental 144 13.01 0.07 0.30 146 10.63 0.16 0.27

Technical∗∗∗ 16.56 0.02 0.34 17.28 0.02 0.34

Economic∗∗∗ 10.91 0.14 0.28 14.28 0.05 0.31

Social 12.51 0.09 0.30 12.24 0.09 0.29

Legal∗∗ 18.13 0.01 0.36 10.08 0.18 0.26

2. District heating Environmental∗∗∗ 142 12.01 0.10 0.29 157 20.59 0.00 0.36

Technical∗∗∗ 9.88 0.20 0.26 15.44 0.03 0.31

Economic∗∗ 14.58 0.04 0.32 3.16 0.87 0.14

Social 11.72 0.11 0.29 12.55 0.08 0.28

Legal∗ 23.48 0.00 0.41 19.32 0.01 0.35

3. Electric storage Environmental 139 8.21 0.32 0.24 139 12.03 0.10 0.29

Technical∗ 25.35 0.00 0.43 27.89 0.00 0.45

Economic∗∗∗ 7.90 0.34 0.24 20.77 0.00 0.39

Social 9.02 0.25 0.26 13.23 0.07 0.31

Legal∗ 24.42 0.00 0.42 21.81 0.00 0.40

4. Heat pumps Environmental∗∗ 145 23.12 0.00 0.40 140 7.81 0.35 0.24

Technical∗∗∗ 9.18 0.24 0.25 16.13 0.02 0.34

Economic 8.88 0.26 0.25 7.52 0.38 0.23

Social 12.43 0.09 0.29 11.61 0.11 0.29

Legal∗∗ 37.16 0.00 0.51 12.47 0.09 0.30

5. High-performance windows Environmental∗∗∗ 151 5.36 0.62 0.19 150 21.72 0.00 0.38

Technical∗∗∗ 11.41 0.12 0.28 19.54 0.01 0.36

Economic∗ 22.45 0.00 0.39 17.76 0.01 0.34

Social ∗ 25.04 0.00 0.41 26.60 0.00 0.42

Legal∗ 19.93 0.01 0.36 15.56 0.03 0.32

6. Insulation Environmental∗∗∗ 152 13.97 0.05 0.30 158 16.09 0.02 0.32

Technical∗∗∗ 8.28 0.31 0.23 17.25 0.02 0.33

Economic∗∗ 17.13 0.02 0.34 13.25 0.07 0.29

Social∗ 30.85 0.00 0.45 16.72 0.02 0.33

Legal∗ 24.37 0.00 0.40 25.51 0.00 0.40

7. Photovoltaic systems Environmental 166 13.08 0.07 0.28 173 10.92 0.14 0.25

Technical∗ 22.44 0.00 0.37 21.88 0.00 0.36

Economic 6.69 0.46 0.20 12.78 0.08 0.27

Social∗∗ 17.25 0.02 0.32 7.32 0.40 0.21

Legal∗∗∗ 11.70 0.11 0.27 21.87 0.00 0.36

8. Solar-thermal systems Environmental 153 7.46 0.38 0.22 157 10.01 0.19 0.25

Technical∗∗∗ 10.28 0.17 0.26 19.33 0.01 0.35

Economic 11.68 0.11 0.28 5.10 0.65 0.18

Social∗ 15.77 0.03 0.32 15.08 0.04 0.31

Legal∗ 32.81 0.00 0.46 14.80 0.04 0.31

9. Ventilation (with heat recovery) Environmental∗∗∗ 134 12.56 0.08 0.31 145 19.75 0.01 0.37

Technical∗ 21.30 0.00 0.40 20.68 0.00 0.38

Economic∗ 21.43 0.00 0.40 14.36 0.05 0.32

Social∗ 16.61 0.02 0.35 24.24 0.00 0.41

Legal∗ 28.97 0.00 0.47 38.91 0.00 0.52

Note: Significant at 5% level: 1. Drivers (∗∗∗), 2. Barriers (∗∗), and 3. Both drivers and barriers (∗).

proving a significant change in the influence a driver or barrier across
countries.

3. Results

3.1. Drivers for EET adoption

Key drivers vary across EET as well as across countries. Across all
of the selected EETs, the technical and economic drivers have the high-
est share, except for IT and NL, where technical arguments are not so
predominant. In the case of BE, another key group is the social. The tech-
nical driver group has a major share in the UK across all EETs with 100%
in electric storage. The social driver is less selected in countries like ES
across all technologies, being technical and environmental conditions
the strongest motives. The least often selected driver across all countries
are legal related matters. In BE, main arguments in favour of EETs vary
substantially across the solutions. For instance, for building automation
and smart metering, as well as for electric storage, social and/or envi-
ronmental arguments are the most common. Whereas in district heating,
heat pumps, insulation and solar thermal, it is related to technical con-
cerns. It is noteworthy that across all technologies except photovoltaic

systems, economic drivers are among the least often selected. In DE,
the most often selected driver across all EETs is technical-related mat-
ters, except for district heating which is led by environmental concerns.
Again, across all technologies, the least often selected argument are le-
gal ones. This is quite the opposite picture to ES, where legal-related
arguments are the most often selected ones across all EETs, except pho-
tovoltaic systems where economic aspects are identified to lead their up-
take. In FR, driver groups vary substantially across the various EETs. In
building automation and smart metering, district heating, photovoltaic
and solar thermal systems, and ventilation (with heat recovery) tech-
nical drivers are the first or second most selected driver. Whereas for
electric storage, heat pumps, high-performance windows and, insula-
tion it is economic parameters. These results can also be seen in IT,
where techno-economic arguments are the most predominant across all
technology solutions, except electric storage and ventilation (with heat
recovery), where the technical aspects are among the least relevant. In
NL, across all technologies except ventilation (with heat recovery), the
most often selected drivers are the economic-related ones. Whereas the
least often selected ones are on environmental and legal matters. In PL,
techno-economic matters are always among the most predominant, ex-
cept in photovoltaic systems and solar thermal systems where the tech-
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nical aspects are not so relevant. Finally, in the UK, driver groups vary
across EETs. For instance, for building automation and smart meter-
ing, district heating, electric storage, and ventilation with heat recovery
technical and environmental aspects are the most relevant. While for
heat pumps and high-performance windows it is the techno-economic
related ones. It should also be noted that given the respondent was able
to cross more than one driver, it could be that in some countries, the
percentages for some groups are high. This does not necessarily mean
that it is much more relevant than others, but simply that they could
select more than one options in that same group.

3.2. Barriers for EET adoption

As in the case of the drivers, barriers to EET vary across the sampled
solution and countries and the economic barrier group has the high-
est share (except electric storage EET in the DE). Economic arguments
are followed mainly by technical aspects. As in the case of the drivers,
legal arguments have the least number of responses across countries
and technologies. When looking at each of the examined countries it
can be depicted that in BE, main arguments impeding the large-scale
deployment of the selected technologies are economic-related. These
are followed by social-related barriers. When it comes to the least often
identified arguments in BE across all EETs, it is legal and environmen-
tal matters. In DE, technical and economic aspects are the most often
selected. Against legal matters which are the least often. In ES, eco-
nomic aspects are also identified across all EETs as the most important,
whereas, as in the other cases, legal aspects are the least relevant. Once
again, in FR economic aspects are of most relevance, followed by tech-
nological impediments. The results for IT are quite similar to the ones
portrayed in ES, where economic-related arguments are perceived as
crucial in the drawback of their implementation in residential building
projects, closely followed by technical and social. In the case of the NL,
economic matters are clearly the most relevant hurdle impeding the up-
take of all of the selected EETs, whereas legal matters play a minor role
in their restriction. In the case of high-performing windows, social as-
pects are also identified as quite relevant in their limitation. In PL, key
impediments are related to technical or economic aspects, with the only
exception of high-performance windows and insulation, where the en-
vironmental are much more predominant than technical. In the case of
ventilation (with heat recovery), economic and social have the same cru-
cial weight in their blockage. Finally, in the UK, across all technologies
technical and/or economic related matters are of utmost importance
when it comes to barriers to EETs. In this way, in overall, BE and PL
show the most distinct results of all countries. Again, given the respon-
dent was able to cross more than one choice, it could be that in some
countries, the percentages for some groups are high. This does not nec-
essarily mean that it is much more relevant than others, but simply that
they could select more than one options in that same group.

3.3. Pearsons Chi2 and Cramers V test

Table 5 shows the Pearson’s Chi2 and Cramer’s V test statistics be-
tween various EETs and driver or barrier groups. There are 45 combina-
tions (number of rows in Table 5), 9 EETs and 5 groups for each driver
and barrier groups. Overall, out of these 45 combinations, the Chi2 are
significant at 5% level for 15 EET and driver or barrier group combi-
nations (∗), 6 for EET and driver group combinations (∗∗); and 13 for
EET and barrier group combinations (∗∗∗). Table 5 also highlights the
groups for which the Chi2 is not significant at 5% for both driver and
barrier groups. It is worthy to note that the choice of legal driver and
barrier groups in seven out of nine EETs is found to vary significantly at
5% level across the countries, except the building automation and heat
pumps (which is significant in driver groups but not in barrier groups).
This shows that the legal aspects vary from country to country consid-
erably. Also, Cramer’s V for legal driver and barrier group vary between

0.3–0.5, proving the strong association between the stakeholder choices
and country.

Comparing Table 5 with the above Figs. 3.1.1–3.1.9 for drivers, and
Figs. 3.2.1–3.2.9 for barriers, the ventilation EET and legal group has the
highest significance, at 1% level for Chi2 with Cramer’s V close to 0.5
in both driver (25% in IT to 94% in PL) and barrier (10% in IT to 73%
in DE). In case of driver groups, the legal drivers for heat pumps show
the most significant variation across countries i.e., the choice having
highest association with countries (10% NL to 78% in BE). In case of
barrier groups, environmental barriers for ventilation show the most
significant variation (38% in FR to 87% in DE) (Figs. 3.2.1–3.2.9).

4. Discussion and conclusions

The goal of this study was to characterise perceived drivers and barri-
ers to EETs adoption according to key decision-makers and persuaders in
the technology selection. The selected solutions were building automa-
tion and smart metering, district heating, electric storage, heat pumps,
high-performance windows, insulation, photovoltaic systems, solar ther-
mal systems, and ventilation (with heat recovery). To this end, results
from a multi-country survey were collected and assessed in order to
better understand the market similarities and differences across these
countries.

Findings show that drivers and barriers to EETs adoption differ de-
pending on the specific solution and country. Yet, some general con-
clusions can be extracted. When it comes to potential drivers for the
implementation of EETs, key decision-makers and persuaders identified
economic and technical aspects as being the most relevant, especially
among district heating, heat pumps, photovoltaic, solar thermal, and
ventilation (with heat recovery). When it comes to barriers impeding
the selection of these technologies, it is economic-related arguments,
such as “Lack of trust / awareness of lower life cycle / running costs”,
the most often selected ones.

This outcome indicates that the assumed economic viability of these
solutions is not sufficiently acknowledged or appealing to foster their
large-scale deployment in the selected countries. This coincides with
some of the findings from previous studies [39], which try to mone-
tize other impacts of the energy efficiency measures in order to make
these actions more appealing to the decision-makers [39,40]. In turn, it
strengthens the results of the study by Stieß and colleagues, highlight-
ing the critical role that the dissemination of information and trans-
fer of knowledge play in achieving energy-efficient refurbishment mea-
sures. Likewise, the fact that environmental aspects are not the most
often selected ones, also suports the findings from Beillan and col-
leagues indicating that people getting involved in projects of energy-
efficient refurbishment aren’t mainly and exclusively motivated by en-
ergy savings. Results of this study further compliment the findings from
Michelsen and colleagues, concluding that adoption motivations for can
be grouped around the various dimensions [22]. This study also sug-
gest that inasmuch these various dimensions exist, they do not entail
the same weight across technologies and countries. Finally, the results
from this paper shed light to the findings from Caird and colleagues,
which identified that obstacles for energy efficiency that varied accord-
ing to the technology concerned [24], by providing an overview on how
these barriers (and drivers) might vary across solutions and geographies.
In terms of geographies, is worth noting that within this study, results
vary across countries even within the same EU climatic zone (e.g. IT
and ES). This emphasises the presence of values and awareness in the
adoption of EET technologies at a national level, along with the im-
portance of developing policy measures that address this matter at a
country-scale.

Future research should focus on extending the findings of this study
to the remaining EU countries, as well as non-residential buildings. Like-
wise, advancing the understanding on how the various arguments vary
across the specific stakeholder groups. Findings from this study could
be used to develop evidence-base policy instruments (national and pan-
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Figs. 3.1.1–3.1.9. The percentage of respondents choosing a driver group across the selected EETs and countries.
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Figs. 3.2.1–3.2.9. The percentage of respondents choosing a barrier group across the selected EETs and countries.
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EU) aiming to foster the large-scale diffusion of energy-efficient tech-
nologies. In particular, findings from this paper could support the iden-
tification of key barriers and drivers per technology solutions, as well
as the linkage of these to the particular stakeholder groups.
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Appendix A. Survey Questions

Are you working professionally in one of the following company or

organisation types?

Please tick the most relevant (work more than 30% of your working
hours).

MATERIAL AND TECHNOLOGY SUPPLIER

• Raw resource provider
• Technology or component manufacturer (e.g. HVAC, PV)
• Material or technology trader

SERVICE PROVIDER AND ENABLER

• Architect office
• Engineer office
• Consulting company
• Installer company
• Construction company
• Public authority
• Bank / other financial service company
• Facility management office - administrative
• Facility management office - technical
• Energy supply/utility or Energy service company (ESCO)
• Research institute
• Non-governmental organisation (NGO)
• Business association, agency
• Media company

DEMAND-SIDE ACTOR (demanding materials, technologies and

services)

• Investment or development company
• Housing company (for profit)
• Housing company or housing association, cooperative (public/ part
governmental/ non-profit)

OTHER company or organisation type in the building or con-

struction sector:

Please insert text

• No, I do not work professionally in any company or organisation
type related to the building and construction sector

Do you privately own one or more residential home(s) or flat(s)?

• Yes
• No

What are the key barriers for%tech% in the current%countryadj%

market?

The technology is randomly selected and assigned to you.

• Environmental
○ Lack of ambitious and clear political environmental targets
○ Lack of environmental awareness

• Technical
○ Lack of reliable technologies

○ Lack of high-performance technologies
○ Lack of simple production process
○ Lack of comprehensive information about alternatives and ad-
vantages/disadvantages

• Economic
○ Lack of affordable products
○ Low energy prices
○ Lack of subsidies
○ Lack of tax incentives
○ Lack of trust / awareness of lower life cycle / running costs
○ Lack of comprehensive financing models
○ Lack of qualified organizations/ employees (e.g. for installation,
construction)

• Social
○ Lack of trust / awareness in higher acoustic comfort
○ Lack of trust / awareness in heat comfort
○ Lack of interest in attractive design
○ Lack of short or easy installation or maintenance
○ Lack of education

• Legal
○ Lack of a comprehensive legal framework
○ Lack of a comprehensive building standards
○ Lack of implementation of legal standards

• Other: Please describe
• I do not know

What should happen to scale%tech% in%country%?

The technology is randomly selected and assigned to you.

• Environmental
○ Improvement of the technology’s environmental performance
(e.g. less energy consumption or carbon emissions)

○ Energy input such as electricity, district heat, gas, oil should be
produced more from renewable energy sources

• Technical
○ Improvement of the reliability and functionality
○ Easier installation process
○ Improved user-friendliness
○ Better design

• Economic
○ Price decrease and shorter payback time
○ Energy cost saving and low running costs

• Social
○ Better marketing of technology
○ Improved consideration of demands by tenants and building
owners

○ Improved communication in project teams
• Legal, standards and labels

○ Enforcement of building codes or by other legal requirements
○ Promotion of energy-efficiency, low-carbon or sustainability la-
bels for buildings

○ Information campaign of authorities
• Other: Please describe
• I do not think this technology should scale up
• I do not know

The complete questionnaire can be accessed through the link:
https://chalmersuniversity.box.com/v/SurveyQuestionnaire.

Appendix B.Survey minimum quota
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a b s t r a c t

An indoor environmental quality (IEQ) assessment of academic libraries in Nigeria was conducted through ob-
jective measurements. The selected university libraries were Abubakar Gimba Library; Awwal Ibrahim Library;
and Ibrahim Badamosi Babangida Library Complex. The libraries were evaluated under operating conditions and
during their peak usage periods. Measurements of the main descriptors of good IEQ, including the acoustical,
visual, and thermal comfort conditions were performed using portable IEQ meters. The methodology employed
for the assessment of these IEQ descriptors followed prescriptions of international standards ASHRAE standard
55 and ISO 7730. To determine the time of the day in which the library buildings can achieve optimum IEQ,
measurements were taken in the morning and afternoon. The results obtained were compared with reference
values found in the international Standard CIBSE Guide A for adequate IEQ compliance of academic libraries.
The findings of this study are expected to help in improving the IEQ of academic libraries in Nigeria and other
parts of the world.

1. Introduction

Academic libraries are at the forefront of the purposes of establish-
ing universities. Personal, and private studies fromwide-ranging sources
are carried out in libraries, requiring set standard interior conditions
if the purposes will be optimally achieved. The quality of a library’s
indoor environment is, therefore, important. Good and acceptable in-
door environmental quality (IEQ) can greatly influence the learning ca-
pacity of users of any academic library. For example, proper IEQ con-
ditions can improve the effectiveness of comprehension and assimila-
tion, the advancement of skills, and the quality of activities such as
reading.

Indoor environmental quality (IEQ) refers to the quality of thermal
comfort, health, and well-being that a building’s indoor environment
can offer to the occupants and/or users. The level of IEQ depends on
many complex interconnected parameters [1]. These parameters have
been reported to include the design and operation of building systems
that control thermal comfort, indoor air quality (IAQ), acoustics, and
illuminance [2-4]. The assessment of the overall comfort of the indoor
environment places foremost attention to human health. The negative
impact of the built environment on the health of users is a matter of
concern, which points to some design or technical flaws in the building.

∗ Corresponding author.
E-mail address: ssnunayon2-c@my.cityu.edu.hk (S.S. Nunayon).

Studies have shown evidence that there is a direct and consistent con-
nection between the indoor environment and human well-being. This
relationship usually presents both short-term and long-term effects on
people [5]. For example, De Giuli et al. [6] reported that poor IEQ of
a building can affect the comfort, health, and productivity of the occu-
pants. Alike, poor IEQ has been implicated in psychological and other
building-related illnesses that are not immediately obvious [7,8]. Un-
derstanding the sources of indoor environmental discomfort and their
adequate handling can often help prevent many problems ahead of time,
during a design process [9].

The topic of IEQ of buildings has received tremendous attention from
researchers over the years. However, some of these studies are deficient.
For instance, Wong and Jan [10] evaluated the total building perfor-
mance of academic buildings in Singapore using a combination of the
walkthrough, simple instrumentation, and occupancy and use analysis
approaches. While the findings are important, the scope of the study
limits its generalization for policy formulation. Recently, some authors
utilized subjective and/or objective methods to assess IEQ parameters
in libraries. Different widely studied thematic areas of IEQ (i.e., envi-
ronmental factors that define IEQ) include acoustic, visual, and thermal
comforts. The forth IEQ thematic area is IAQ, however, it is not the focus
of discussion in the present study. Hutchinson [11] conducted a clinical
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review on learning and teaching in the educational environment, show-
ing that background noise levels, visual distractions, and room temper-
ature can influence the learning processes due to their effects on con-
centration and inspiration.

From the acoustic theme, Ntui [12] determined levels of environ-
mental noise and identified noise sources, which cause discomfort to
users of the University of Calabar Library. The study found that noise
levels in the university library were high, exceeding the acceptable
threshold of noise level established by the World Health Organization
(WHO). Aremu et al. [13] assessed indoor noise at the University of
Ilorin Main Library in Nigeria. Different issues reported include subjec-
tive rating, extent of noise disruption, and ambient daytime and night-
time noise levels. From this study, noise rating and extent of disrup-
tions were divergent. Also, most of the noise level measurements ex-
ceeded the recommended maximum limit of 45 Decibels (dB). Franks
and Asher [14] studied the utilization of universities’ limited space to
satisfy both separate and collective study needs of students across four
university libraries. Permeation of sound between floors was reported
due to the inability of floors with open level designs to uphold sound
insulation. Castro-Martínez et al. [15] examined the effect of noise, re-
verberation, and acoustical barriers on the level of attention of 141
students from a Columbian private university. The study revealed that
the students’ attention processes were affected by noise levels. How-
ever, Castro-Martínez and colleagues found that decreasing reverbera-
tion time increased the levels of attention and performance of the stu-
dents. In an explorative study of acoustic comfort in the library of Birm-
ingham, Xiao and Aletta [16] presented various sources of sound pro-
files for each floor in the library. These include verbal individual sounds,
non-verbal individual sounds, mechanical sounds, crowds of people, and
environmental noise.

Another important thematic area of IEQ widely reported is the vi-
sual/lighting comfort. The provision and maintenance of a visually com-
fortable environment in university libraries is a critical issue for users to
concurrently maintain wellbeing and good productivity [17,18]. Most
of the tasks that library users perform require visual sensation rather
than physical labor, which implies that the library environment should
be visually comfortable. Illuminance levels had been reported to have
a significant impact on visual performance. For example, Yoshida and
Yamamoto [19] and Tseng et al. [20] observed that under different
illuminance, the capability of discerning color differs. Lin and Huang
[21] also found that the time of visual perception was shorter when the
illuminance was 500 lx than for other conditions. Lee et al. [22] and Lin
and Huang [23] have also reported better and improved performance
for letter searching and text comprehension with higher illuminance
intensity.

Moreover, thermal comfort is a key parameter of IEQ. Thermal com-
fort is a complex IEQ criterion and may be influenced by both environ-
mental and personal factors. The various parameters that can influence
thermal comfort need to be well thought of and carefully considered
at the design stage of library buildings [24]. These factors include air
temperature, mean radiant temperature, air relative humidity (RH), air
velocity (environmental factors), metabolic rates, and clothing insula-
tion (personal factors) [25]. Other non-quantifiable elements of comfort
that can vary the level of tolerance toward certain thermal conditions
include culture, habits and traditions, mental states, and expectations
[26]. Among these factors, air temperature and relative humidity are
considered very important. In six Australian field studies, de Dear and
Auliciems [27] found that in air-conditioned and free-running buildings,
the neutral temperature was 23.8 °C and 25.5 °C, respectively. Kwok
and Chun [28] found out that students in naturally ventilated class-
rooms were thermally comfortable than their counterparts in the air-
conditioned classroom, even though the naturally ventilated classrooms
were 3 °C warmer than the air-conditioned classrooms. Furthermore,
humidity can cause discomfort due to an uncomfortably increased level
of skin humidity and insufficient cooling of the mucous membranes in
the upper respiratory tract by inhalation of humid, or warm air [29].

Several studies have investigated the effects of relative humidity (RH)
on thermal comfort. Klein and Schlenger [30] conveyed that the expo-
sure of the human body to low RH can cause skin dryness and irritation
due to the rapid evaporation of moisture from the skin surface. How-
ever, only a modest effect can be observed on thermal comfort within
an acceptable temperature during sedentary activities such as may be
obtainable in the library. Arens et al. [31] investigated the effect of
high RH on thermal comfort for sedentary functions and found that for
the temperature range of 20–26 °C, there were no significant psycho-
logical or physiological differences in human response to the exposure
of between 60% and 90% RH. The human body feels discomfort when
it is wet because high friction occurs between the clothing and the skin
[32].

As the literature review above demonstrates, however, only a few
studies have been conducted on the IEQ of university libraries in de-
veloping countries whereas there are many studies on this subject in
the developed world. The few studies from developing countries cen-
tered on the acoustic parameter of IEQ. An exhaustive literature search
showed that no known studies have been conducted in any academic
library in Nigeria to assess the IEQ, despite the comparatively old age of
library buildings, their usage and study techniques employed since the
buildings were designed and built. A major factor is a token available for
funding environmental research, lack of qualified researchers, and the
perception that the indoor environment does not play any significant
role in the health, learning performance, and academic achievements
of students. Although there have been library-related studies in Nige-
ria [12,13], to the best of our knowledge, this is the first systematic
study that objectively assessed the IEQ of Nigerian university libraries.
The present study is significant because there is a directly proportional
relationship between the level of indoor environmental conditions and
the level of knowledge acquisition and work efficiency of library users.
Also, this study focuses on artificial design conditions that can signifi-
cantly affect these three indoor environmental conditions (i.e., acous-
tic, visual, and thermal) that future university library designs must take
into account to achieve optimum performance. Furthermore, the out-
come of the current assessment will assist in evaluating the kind and
degree of corrections that must be introduced to the current university
libraries under study if they will fulfill their purposes. Finally, the find-
ings will also emphasize the merits of utilizing standardized monitoring
methods; identifying current problems, and raising awareness of indoor
environmental issues among administrators of university libraries and
policymakers both on local and regional scales.

2. Methodology

The purpose of assessing the indoor environmental quality of the uni-
versity library buildings being studied was to collect quantitative data
about the current comfort conditions of the buildings, indoor and out-
door environmental parameters. The detailed experimental procedures
are described in the following sections.

2.1. Description of selected university libraries and measurement

procedures

Measurements of IEQ parameters were carried out in three different
academic libraries: Abubakar Gimba Library in IBB University, Lapai;
Awwal Ibrahim Library in the Federal University of Technology annex
library; and Ibrahim Badamosi Babangida Library Complex in the Fed-
eral University of Technology, Minna. The essence was to understand
how to improve the IEQ of the university libraries to increase the per-
formance, health, and well-being of users. The selection of the libraries
was based on the sophistication of design, construction materials, and
population of users. Photos of various functional units/sections of the
three libraries are shown in Figs. 1-3.
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Fig. 1. Different units assessed in the AGL.

For the sake of brevity, the phrases Abubakar Gimba Library; Awwal
Ibrahim Library; and Ibrahim Badamosi Babangida Library Complex will
hereafter be abbreviated as AGL, AIL, and IBBLC, respectively in this ar-
ticle. The measurements occurred between July and September between
the hours of 9 am and 4 pm. The measurements were carried out in July
and September because they are the peak usage periods of the three li-
braries. These are the periods when most users patronize the libraries.
Semester tests are usually conducted in July while exams are conducted
in September, hence, students are engaged in many studies. The measur-
ing probes were fitted and made ready from 8:00 am, and the collection
of data commenced by 9:00 am, to permit the environmental adaptation
of each measuring device. All the data collections were performed re-
peatedly until 4 pm every day. The level of illuminance, E of the outdoor
environment ranged from 800 lux to 14,500 lux. The outdoor tempera-

ture was between 30 °C and 32 °C. The cooling system was in operation
in the library buildings. The details of the measurement procedures for
lighting, acoustic, and thermal comfort conditions are given in the fol-
lowing sections.

2.2. Lighting comfort measurements

Several sampling points were chosen in the reading plane in each li-
brary. The spaces considered in each library were first divided into a few
equal areas that were as nearly square as possible. The number of mea-
surement positions was evaluated based on the room index, expressed
as Eq. (1) [33].

𝑖 = 𝑤.𝑙

ℎ
𝑚
.(𝑤 + 𝑙)

(1)
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Fig. 2. Different units assessed in the AIL.

where: w is the room width (m); l is the room length (m); and hm is
the distance of the lighting source from the reading desk (m). Using the
value of the room index, i, the number of the grid points was 4 if the
room index value was less than 1, and 9 if the room index value was
between 1 and 2 [33]. The measurement of the illuminance was taken
at the center of each square to (i) justify whether the lighting provision
in each space was evenly distributed or not; (ii) determine the average
value of illuminance, E (lux) for the whole reading area by averaging
the value of these measurements. Likewise, another three-point mea-
surement was also taken for the lighting level directly on the reading
plane. A portable light lux meter (model E75CC, Precision Gold) was
used for measuring illuminance E (the SI unit is lux) to check the light
intensity of illuminated library spaces, to fit valid standards. The lux
meter consisted of a basic measuring device and a measuring sensor.
The measuring sensor comprised one silicon photodiode and spectral
response filter. The lux meter was factory calibrated before the mea-
surement and the sensor was covered to calibrate the lux meter to a
zero-reading before each measurement. Data were recorded when the
lux meter showed a stable reading. The measured values of the lux me-
ter could be seen in the 4-digit liquid crystal display (LCD). Besides, the
lux meter was suitable for measuring low illumination intensities and
correcting the spectral sensitivity of the eye. The equipment could op-
erate within a temperature range of 0 °C up to 50 °C and at a maximum
relative humidity of 80%. Also, its accuracy was ±5% of reading and its
capacity ranged between 0 and 50,000 lux. The average value of illu-
minance for the whole period of measurements was compared with the
threshold provided in the CIBSE Guide A for environmental design [34],
to assess whether a suitable level of illuminance was offered for reading
purposes by the lighting provisions of each space.

2.3. Acoustic comfort measurements

Following the ISO 3382 recommendations [35], several measure-
ment points were chosen in each space sampled in the libraries. The
number of measured points ranged from 4 to 6, depending on the area
of the room. The noise levels were measured in the middle of each space,
for a measurement time of 10 min, and all measurements were averaged
and compared with the provisions of the standard. The equipment used
to measure noise levels was the 210 (L) x 55 (W) x 32 (H) mm Digi-
tal Sound Level Meter (model NO5CC, Precision Gold). This sound me-
ter was a high-quality device, which delivered objective, reproducible
levels of sound in decibels (dB). Furthermore, the equipment satisfied
the requirements of the International Electrotechnical Comission’s IEC
401 Type 2 standards. The equipment could monitor sound pressure
levels (SPL) from 30dB to 130dB in high and low measurement level
ranges. Generally, for low noise settings, the meter is adjusted to the 30
to 100dB scale, while for high noise settings, it is adjusted to the 80 to
130dB scale. The sensor of the sound level meter had a 12.77mm elec-
tric condenser microphone, which was located at the top of the meter.
The accuracy of the sensing microphone was ±1.5 dB. The front-located
4-digit LCD readings taken by the meter for easy viewing at 0.1 dB res-
olution were updated every 0.5 s. Moreover, the sound level meter used
in this study had a dynamic feature or time weighting that performed a
small degree of averaging on the instantaneous sound pressures. These
time weightings are generally recognized as “slow”, “fast”, or “max” re-
sponse. The “max” function is self-explanatory and is rarely used for
most noise measurement. The “fast” response averages over a 125ms
period; while the “slow” response averages for 1 s. Certain measurement
types specify the use of “fast” or “slow” response, but the “fast” response
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Fig. 3. Different units assessed in IBBLC.

is usually recommended for general purpose applications because the
meter follows the noise contours very closely and the captured maxi-
mum levels are not subject to excessive smoothing.

2.4. Thermal comfort measurements

The methodology of measurement employed in our experiment was
similar to those used in previous works of Ricciardi and Buratti [33] and
Nematchoua et al. [36], and prescriptions of existing standards such as
ISO 7730 [37] and ASHRAE standard 55 [38]. In every room assessed,
the air temperature at three different points was measured. The first
point was at the occupancy area near the outer wall, the second point
was in the occupancy area near the wall adjacent to another room and
the third point was between the first and the second points. The indoor
air temperature was measured using a compact auto-ranging digital psy-
chrometer (EX330) manufactured by Extech R○ Instruments Corporation,
Waltham, MA, U.S.A. The attainable basic uncertainty in temperature
measurements was ±0.5%. Various components of the psychrometer in-
cluded an extra-large 4000 count LCD allowing for large, easily read-
able 1″ display digits, test leads, and a built-in non-contact AC voltage
(NCV) detector with an LED indicator and a beeper. The measuring sen-
sor was a Type K temperature probe – thermocouple (°F/ °C switchable)
and could measure between a temperature range of −50 to 1000 °C.
The digital psychrometer was set in various positions within the var-
ious library spaces, by subdividing the space and the readings on the
measuring probes were taken every 30 min. For each experiment, mea-
surements were taken at 1.1m height above the floor level to assess
the spatial regularity of thermal conditions in the same environment.
All measurements taken for the entire period of measurement were av-

eraged and compared with international standards. The measurement
conditions for the three IEQ factors investigated are shown in Table 1.

2.4.1. Brief description of the cooling system in the libraries

The cooling systems of the three libraries were similar. Spaces with
at least one exterior wall and a net usable floor area less than 160 m2

were cooled using either the window- or split-type air conditioners while
spaces greater than 160 m2 such as the reading areas were cooled using
packaged air-conditioning units. These package units consisted of wa-
ter chillers which were located at the rooftop of the library buildings.
Chilled water was pumped from the chillers through insulated pipe net-
works to the various Air handling units (AHU) before it was supplied
through supply ductwork into the concerned spaces. The refrigerating
load in the libraries throughout the year was fundamentally cooling. Ex-
haust fans with air recirculation potential as well as fresh air to balance
up the temperature regulating control of these spaces were engaged.

2.5. Statistical analysis

The mean and standard deviation values were used to estimate the
variability arising from different sets of experimental measurements.
The standard deviation was determined using the following relation-
ship:

𝑠 =

√∑
𝑛

𝑖

(
𝑥
𝑖
− �̄�

)2
𝑛 − 1

(2)

where, at i=1 to n, 𝑥1, 𝑥2 … 𝑥
𝑛
are the measured data and �̄� is their mean

value, and n is the total number of data for each IEQ descriptor.
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Table 1

Measurement conditions for the three IEQ parameters.

IEQ Parameters Measurement Conditions

Thermal comfort measurements Period of sampling: every 30 min interval.

Duration of measurement: 7 h daily.

Acoustic measurements Sound intensity level: every 30 min interval from 9 am to

4 pm daily.

Lighting measurements Duration of measurements: 7 h daily.

Artificial lighting system: turned on during measurement.

Natural lighting condition: bright sky.

In this study, the authors hypothesized about the difference between
the various groups of experimental conditions to draw conclusions based
on statistical testing of data. As a convention, the null hypothesis, Ho
was used to describe a lack of variance between these groups, that is,
the mean values of IEQ parameters from one experimental condition
and another experimental condition were equal (Ho: μ1 = μ2). For the
alternative hypothesis, the authors described the existence of variance,
that is, the estimated mean values of the IEQ descriptors were not equal
(H1: μ1 ≠ μ2). The conditions tested were twofold. First, the differences
between IEQ descriptors during morning and afternoon periods. In this
case, an independent sample t-test (two-tailed) was conducted to assess
if the null or alternative hypothesis was true. Second, differences among
the three libraries in terms of IEQ descriptors were also tested using
the one-way analysis of variance (ANOVA) test. To find out the group
of university libraries where IEQ parameters were statistically signifi-
cantly different, a Tukey–Kramer Honest Significance Difference (HSD)
Post Hoc test was conducted. The estimated p-value from the various
statistical tests conducted was exploited for taking decisions on these
differences. To ensure a 95% certainty that the differences did not oc-
cur by chance, the 𝛼 =0.05 setting was employed with the probability
of rejecting the null hypothesis when p < 0.05.

3. Results

3.1. Lighting assessment

Clearly from Fig. 4, the illuminance levels fell below the recom-
mended level of 500 lux, which can have a significant effect on the
users of the libraries. The average illuminance level in each library
unit in AGL during morning and afternoon periods was 128.33±16.07
& 245.00±30.00 lux for the reference unit, 95.00±5.00 & 176.67±
55.08 lux for the reading room–1, 91.67±18.93 & 180.00±0.10 lux
for the reading room–2, 40.00±0.15 & 120.00±0.18 lux for the se-
rial unit, and 130.00±62.45 & 248.33±12.58 lux for the E-library sec-
tion, respectively. The average morning and afternoon illuminance
for AIL was 73.33±27.54 & 163.33±50.08 lux for the reference
unit, 82.00±38.69 & 217.33±55.64 lux for the circulation unit, and
50.00±20.00 & 113.33±35.47 lux for the system unit, respectively.
Whereas, for IBBLC, the average illuminance during morning and after-
noon periods was 30.00±10.00 & 68.33±7.64 lux for the reference unit,
60.00±17.32 & 136.67±20.21 lux for the circulation unit, 20.00±5.00 &
65.00±13.23 lux for the system unit, 89.50±26.19 & 125.00±21.79 lux
for the serial unit–1, 62.67±31.01 & 115.00±31.22 lux for the serial
unit–2, and 33.33±23.09 & 91.67±16.07 lux for the postgraduate unit,
respectively. With the readings falling below the acceptable value of
500 lux, turning off the artificial lighting at any point in time is not fea-
sible. An independent t-test (𝛼 =0.05, 2-tailed) showed that in most of
the library units, there was a significant difference (p < .05) between the
illuminance levels during morning and afternoon periods except for the
reading room-1 in AGL (p= .06), system (p= .05) and reference (p= .05)
units in AIL, and serial unit-1 (p= .15) and serial unit-2 (p= .11) in IB-
BLC.

The box and whisker plots (Fig. 5) showed that there were no outliers
among the measured values of illuminance levels for each university

Table 2

Daylighting factors of the indoor spaces.

Location Space Description Daylight Factor

AGL Reference Unit 2.6

Reading Room 1 3.5

Reading Room 2 3.4

Serial Unit 3.9

E-Library 1.8

AIL Reference Unit 1.8

Circulation Unit 1.6

System Unit 1.5

IBBLC Reference Unit 2.1

Circulation Unit 2.3

System Unit 2.6

Serial Unit 1 2.3

Serial Unit 2 1.8

Postgraduate Unit 2.1

library. The Shapiro-Wilk’s test for normality suggested that the data
were normally distributed at p= .36 for AGL, p= .91 for AIL, and p= .45
for IBBLC. The homogeneity of variances was satisfied, as assessed by
Lavene’s test of Homogeneity of variances (p= .74, median). The one-
way ANOVA test on these illuminance level scores yielded statistically
significant variation among university libraries, F(2, 11)=5.43, p= .02.
A Tukey HSD-Kramer’s post hoc test indicated that the levels of illu-
minance in AGL and IBBLC differed significantly at p= .02; while the
illuminance levels in AIL were not statistically significantly different
from those in AGL (p= .53) and IBBLC (p= .27), lying somewhere in the
middle.

Apart from the assessment of the artificial lighting in the selected
academic libraries, the daylight factor was also estimated as the ratio
of the indoor illuminance to the outdoor illuminance, expressed as a
percentage. The average daylight factor in all units of the three libraries
was less than 5 as shown in Table 2.

3.2. Acoustic assessment

From the acoustics results in Fig. 6, the mean dB levels obtained
indicated that noise levels varied at various locations of the aca-
demic libraries and were way beyond the recommended value of
45 dB. The average noise levels for morning and afternoon periods
in AGL were 49.67±16.92 & 66.33±19.09dB for the reference unit,
53.67±9.75 & 64.83±13.90dB for the reading room–1, 46.83±10.54 &
53.00±7.00dB for the reading room–2, 56.17±8.25 & 68.00±7.94dB
for the serial unit, and 48.67±18.06 & 65.50±16.30dB for the E-library
unit, respectively. In AIL, the average noise levels for morning and
afternoon periods were 47.33±14.50 & 58.83±20.83dB for the ref-
erence unit, 48.67±10.12 & 59.00±8.72dB for the circulation unit,
and 52.33±8.96 & 67.50±15.26dB for the system unit, respectively.
The morning and afternoon average noise levels found in IBBLC were
49.00±19.05 & 57.33±27.00dB for the reference unit, 46.50±13.81 &
63.17±25.36dB for the circulation unit, 47.50±18.63 & 64.00±27.78dB
for the system unit, 52.33±6.25 & 72.17±15.75dB for the serial unit–1,
50.83±12.85 & 59.00±21.28dB for the serial unit–2, and 50.17±15.33
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Fig. 4. Measured illuminance of different academic libraries.

Fig. 5. The box and whisker plots for illuminance levels in the university li-
braries.

& 61.33±22.85dB for the postgraduate unit, respectively. In compari-
son, the noise levels observed during the afternoon period were higher
than those observed in the morning period, suggesting that most users
patronize the library during the afternoon period. Although the noise

levels in all the assessed units of the three libraries were relatively higher
in the afternoon than in the morning, the differences were not statisti-
cally significant (p > .05).

The assessment of the noise levels using the box and whisker plots
(Fig. 7) showed the presence of outliers in the measured data for AGL
and IBBLC. After conducting a sensitivity analysis, one outlier that could
affect the normal distribution of data and influence the overall result
was excluded. The Shapiro–Wilk’s test revealed that the remaining data
were normally distributed at p= .45 for AGL, p= .19 for AIL, and p= .18
for IBBLC. The homogeneity of variances was satisfied, as assessed by
Lavene’s test (p= .43, median). The one-way ANOVA test indicated that
there was no statistically significant difference in the noise levels of the
three libraries, F(2, 10)=0.64, p= .55.

3.3. Thermal assessment

Fig. 8 presents the average room temperature in different units
of the libraries investigated. During the morning and afternoon
periods, the average indoor temperature values observed in AGL

308



W.P. Akanmu, S.S. Nunayon and U.C. Eboson Energy and Built Environment 2 (2021) 302–314

Fig. 6. The level of noise in various functioning spaces of academic libraries.

Fig. 7. The box and whisker plots for noise levels in the university libraries.

were 28.38±0.53 & 29.50±0.71 °C, 30.50±1.50 & 31.33±1.26 °C,
28.50±1.00 & 29.17±1.26 °C, 29.50±2.12 & 30.50±2.12 °C, 28.57±2.10
& 29.43±2.40 °C for the reference unit, reading room–1, reading
room–2, serial unit, and E-library section, respectively. Similarly,

the morning and afternoon indoor temperature values in AIL were
27.25±1.15 & 28.00±1.50 °C for the reference unit, 26.33±0.76 &
27.17±0.76 °C for the circulation unit, and 27.00±0.87 & 28.00±0.87 °C
for the system unit. In the case of IBBLC, the morning and after-
noon indoor temperature values were 26.33±0.58 & 27.00±0.50 °C,
27.00±0.87 & 28.07±0.81 °C, 26.53±0.92 & 27.00±0.87 °C, 27.50±1.80
& 28.50±1.80 °C, 27.42±1.42 & 28.17±1.76 °C, 26.00±0.87 &
26.50±0.87 °C for the reference unit, circulation unit, system unit,
serial unit–1, serial unit–2, and the postgraduate unit, respectively.
The results revealed that the units in AGL exhibited higher room
temperature values compared to the units in AIL and IBBLC. Generally,
the room temperature in the libraries was about 2–6 °C higher than
the recommended or reference value. An independent t-test (𝛼 =0.05,
2-tailed) confirmed that there was no significant difference between
indoor temperature for morning and afternoon periods in all units of
the university libraries (p > .05).

It was observed that there were no outliers in the indoor temperature
data, which were normally distributed for each university library, as de-
picted by the box and whisker plots (Fig. 9) and the Shapiro–Wilk’s test
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Fig. 8. Sectional thermal conditions of different academic libraries.

Fig. 9. The box and whisker plots for indoor temperature in the university li-
braries.

for normality (p= .36 for AGL, p= .91 for AIL, and p= .45 for IBBLC), re-
spectively. The Lavene’s test showed that the homogeneity of variances
was not violated (p= .67, median). The one-way ANOVA test indicated

a statistically significant difference in indoor temperature among uni-
versity libraries, F(2, 11)=15.54, p < .01. A Tukey HSD-Kramer’s post
hoc test revealed that the indoor temperature was statistically signifi-
cantly lower in AIL (27.29±0.90 °C, p < .01) and IBBLC (27.17±0.47 °C,
p < .01) compared to AGL (29.54±0.70 °C). There was no statistically
significant difference between the AIL and IBBLC (p= .97).

Similarly, Fig. 10 shows that very few sections of the libraries
had relative humidity (RH) within the provisions of the standard.
The average RH values for morning and afternoon measurements in
AGL were 70.83±5.11 & 69.77±4.37%, 70.43±2.21 & 69.50±1.80%,
72.00±3.28 & 71.19±3.01%, 73.33±0.58 & 71.83±0.29%, 64.00±7.94
& 62.83±7.65% for the reference unit, reading room–1, reading
room–2, serial unit, and E-library section, respectively. The aver-
age morning and afternoon RH values in AIL were 73.83±1.04 &
73.00±1.00% for the reference unit, 75.83±1.76 & 74.83±1.61% for
the circulation unit, and 74.33±1.15 & 73.67±1.04% for the system
unit. Whereas, the average morning and afternoon RH values in IB-
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Fig. 10. The level of relative humidity in different units of university libraries.

BLC were 82.00±2.00 & 80.50±2.18%, 75.33±3.21 & 74.33±3.62%,
68.00±3.61 & 70.50±2.78%, 78.50±3.28 & 77.00±3.00%, 78.60±3.08
& 76.83±3.01%, 61.33±14.47 & 57.07±8.67% for the reference unit,
circulation unit, system unit, serial unit–1, serial unit–2 and the post-
graduate unit, respectively. The RH values in most of the units exceeded
the recommended value of 70%. This threshold was exceeded by 1–
3% in AGL, 3–6% in AIL, and 1–12% in IBBLC. The above results also
showed that more than two-thirds of the library spaces had RH values
exceeding the limits specified by international standards. The lowest
value (57.07±8.67%) of RH occurred in the afternoon in the Postgradu-
ate unit of IBBLC while the highest value (82.00±2.00%) of RH was ob-
served in the reference section of IBBLC. An independent t-test (𝛼 =0.05,
2-tailed) showed that there was no significant difference between the
level of RH during morning and afternoon periods for all units in the
three libraries (p > .05) except for the serial unit in AGL (p= .02).

While the box and whisker plots (Fig. 11) showed that there was an
outlier in the RH data for AGL, the sensitivity analysis conducted indi-
cated that the outlier did not influence the results. The data were nor-

Fig. 11. The box and whisker plots for relative humidity in the university li-
braries.

mally distributed, as assessed by the Shapiro-Wilk’s test for normality in
which p= .10 for AGL, p= .58 for AIL, and p= .29 for IBBLC. The homo-
geneity of variances was satisfied, as assessed by Lavene’s test (p= .27,
median). The one-way ANOVA test showed that there was no statisti-
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cally significant difference in the level of indoor RH among university
libraries, F(2, 11)=0.81, p= .47.

4. Discussions

The academic library, which is an integral part of a university cam-
pus, is ‘an innovation intermediary that plays an active role in knowl-
edge and value co-creation throughout the various roles and functions
provided by its services’ [39]. A library is an indispensable part of the
university education. Beyond simple collections of books and erudite pe-
riodicals as well as the general role of affording access to written art and
information, modern university libraries play a key role in contempo-
rary campuses by providing a wide range of academic services in the ed-
ucation of students. In many ways, university libraries had increasingly
grown in usage as they have advanced into adaptable facilities, acclima-
tizing to vicissitudes in technology and education [40]. Therefore, more
than any common library, the efficiency of university libraries is con-
sidered very important. However, many university libraries lack good
environmental quality and consequently may dampen the interest for
their use by students and faculty (staff). Due to the regular improve-
ment of academic libraries, additional physical facilities are frequently
provided to meet the needs of library users, which had resulted in poor
IEQ levels [12]. Nevertheless, the provision of study and reading ar-
eas with good IEQ have remained important for focussed learning and
knowledge acquisition. Besides, with so many varied services in the con-
temporary university libraries, and to attain these ample functions, the
IEQ requirements of its indoor environment are paramount and must be
satisfied. Therefore, effective design and progressive management are
indispensable to achieving good IEQ performance in university libraries.

In this study, the authors assessed three different IEQ parameters in-
cluding visual, acoustic, and thermal comforts of various units in three
Nigerian university libraries. The illuminance levels in the three library
spaces varied significantly and was also found to be non-uniformly dis-
tributed despite the provision of daylight in the library buildings. This
could be attributed to the presence or not of near windows. The system
unit in IBBLC, characterized by a small expanse of windows, had the low-
est light intensity of about 20 lux. These windowswere also covered with
blinds for most of the time, which could lead to the observed poor light-
ing condition and cause the forfeiture of light intensity enhancement by
daylight in this space. However, effective and desirable protections can
correct and eliminate the reflective glare that could penetrate the room
from the natural daylight and its effect on readers as well as prevent
library collections from overheating, ultraviolet radiation, and decay.
The maximum intensities of light were obtained in the reference unit
(247 lux) and the e-library unit (260 lux) of the AGL, both characterized
by the smallest room width and proper position of windows to receive
adequate daylight. In the remaining spaces of the libraries, the illumi-
nance was not enough to carry out visual tasks (< 250 lux) and this was
due to the fact that some of the lighting points had stopped functioning.
The weak indoor daylight causes serious fall-off of illumination. Due
to the meager illuminance level in the three libraries, the users would
suffer various visual related discomforts such as eyestrain, irritation of
the eyes, blurred vision, headache, and others. Consequently, some of
the most common readers’ activities inside the library buildings such
as book-searching and reading would be hugely impacted. Given the
significant correlation between lighting and library users’ performance,
rational and scientific lighting design, to optimize the efficiency of users’
activities is urgently required. To achieve this, three potential improve-
ment approaches are proffered. Firstly, the power and illuminance of
artificial light fixtures could be amplified as a compensatory way to
provide a more comfortable visual environment for library users and
other library activities. Choosing the appropriate light sources, adjust-
ing the approaches to task lighting, and, even more, considering read-
ers’ expectations and perception during the design of libraries’ lighting
systems, will immensely contribute to the optimization of library illu-
mination and increase the efficiency of users. Secondly, a large area of

glass windows could be provided to deliver adequate daylight to ensure
a better lighting space, without any additional adverse effects on read-
ers or library collections, especially when the lamps cannot meet the
lighting requirements of readers. Thirdly, the hybrid approach could be
another option. Because it is typical for windows to exhibit high day-
light transmittance and display oblique lighting strategy in contrast with
the design of high-color-temperature artificial lighting (such as fluores-
cent lamps), the combination of suspended low-color-temperature fluo-
rescent lamps and low-transmittance windows can reduce the supposed
discomfort of readers and enhance their efficiency and accuracy.

On the average, all the fourteen studied spaces in the libraries pre-
sented background noise levels greater than 45dB, and the highest value
(72 dB) was reached in the afternoon in the serial unit of the IBBLC while
a minimum noise level of 46.54 dB was found in the circulation unit of
the IBBLC during the morning period. The excessive noise level observed
in these library spaces could be credited to the combined effect of noise
from the HVAC system, standing fans, lamps, and other equipment op-
erations. Another likely source of noise includes those generated from
traffic. More so, the library users contributed to the increased noise level
due to additional sources of noise, which could be either verbal individ-
ual sounds, non-verbal individual sounds such as those from footsteps on
hard floor finishes, mobile phones, and noise from the crowd of people
[16]. This demonstrates that users of academic libraries often display
certain disturbances or behaviors that are inimical to the noise policies
of such libraries. One cardinal policy of academic libraries is to ensure
a conducive environment for all library clientele to study. Therefore, to
maintain a high degree of silence or quietness in academic libraries, ev-
ery library user must respect the rights of other library users by ensuring
that noise is minimized when using the library. As well, the reflection
of sound reaching the wall surface due to the hardness of the wall ma-
terials could be implicated in raising the noise level in the libraries,
although a proportion of the reflected sound may be absorbed by the
human body [41]. It appears that the problem of high noise levels in
academic libraries is not peculiar to Nigerian universities alone. For ex-
ample, Nafez et al. [42] in a study assessing the noise levels in libraries of
Kermanshah University of Medical Sciences in Iran reported that about
41% of reading rooms had their noise levels above 45dB. Lange et al.
[43] performed an objective measurement of the Humanities and Social
Sciences Library and the Schulich Library of Science and Engineering,
which were the two largest branches in the McGill University Library
system. The mean dB levels recorded by these measurements revealed
that noise levels ranged from 46.54 to 48.88 dB. In September 2018,
Pierard and Baca [44] conducted a noise level measurement within the
Learning Commons of the Zimmerman Library at the University of New
Mexico (UNM). The results of the study indicated that the average noise
levels were high and reached 56.45 dB in the morning, 58.11 dB in the
afternoon, and 50.91 dB in the evening, suggesting that the library en-
vironment was not conducive for study. Generally, the elevated level
of noise observed can be a constant source of concern for library users
and administrators. Indeed, it is one of the most common and topmost
complaints that students present to library administrators [45,46]. Al-
though these university libraries have had to provide different measures
for controlling high noise levels for many years, this burden has not re-
duced. Given that quiet space is becoming more important to library
users coupled with the fact that dissatisfaction with noise in many uni-
versity libraries is common, it is crucial for more effective noise control
measures to be considered in university libraries. In the literature, com-
mon strategies to combat the prevalence of noise in academic libraries
have been established [14,46,47]. Some of the most effective and worth-
while evidence-based noise reduction interventions for libraries to con-
sider when faced with noise problems include rearrangement of furni-
ture [48], the designation of spaces, and monitoring of personnel [49].
Likewise, Rajagopalan et al. [50] recommended the application of ab-
sorptive materials for the floors and walls and appropriate noise insu-
lation for façades. However, strategies such as changing lighting [51],
and the development of noise policies [46,47,52] have been reported
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to yield unquantifiable effects. More recently, many library users have
also begun to advocate for quietness in the library, including noiseless
floors, reading rooms, and more customary use of a library space [53].
Considering the significance of university libraries for students vis-à-vis
the divergent needs of academic library users, various library admin-
istrators need to consider more rigorously the solutions on which to
base their noise reduction decisions. One plausible way is to perform
a delicate harmonizing act in the provision of both quiet and collabo-
rative spaces. It is anticipated that the results presented in this paper
will assist library administrators and space planners to select effective
interventions for satisfactory noise reduction.

Temperature and humidity are adjudged the critical parameters in
the study of thermal comfort [54]. The CIBSE standard 2006 [34] states
that the comfort zone conditions for a library space need the air tem-
perature to be between 24 °C and 25 °C and relative humidity between
40% and 70%. It is important to point out that at temperatures above
25 °C and RH above 70%, the users’ dissatisfaction begins as a result
of the high air enthalpy (stiffness, shortness of breath). However, the
three libraries investigated were not within the comfort range (but much
higher) even though they were mechanically ventilated. The average
temperature distribution in the three libraries ranged from 26 to 32 °C.
These values were against the set point of 23 °C suggested by Andersen
and Gyntelberg [55] and between 20 °C and 22 °C suggested by Saltham-
mer et al. [56] for typical academic settings. Most importantly, it was
noted that the temperature of the studied library spaces increased as the
outdoor temperature increased, with only marginal lower temperatures
measured indoors. Onemajor reason for this could be the introduction of
warm unconditioned outdoor air through the opening of windows and
doors. In temperate or mixed climates, other than discomfort, higher
temperatures can reduce performance and learning outcomes [57,58].
However, due to the paucity of investigations in tropical climates, the
effects of higher temperature on learning outcomes remain unclear. Nev-
ertheless, the indoor temperature of university libraries should be within
the range of thermal comfort standards.

The average indoor RH of the three libraries evaluated in this study
was usually above the often-recommended maximum threshold of 70%.
It is worth noting that this generally acceptable limit of indoor RH takes
care of the risks related to dampness and mold growth. Besides, it was
shown that there was no significant difference between the values of re-
ported descriptors of thermal comfort for the morning period and those
measured for the afternoon period. It was also noted that the slight in-
crease in temperature in the afternoon had little or no impact on the RH.
The elevated levels of temperature and humidity were not unexpected
because Nigeria is a tropical climate and has high daytime temperatures
of 25–44 °C and relative humidity of 50–90% throughout the year.

Thermal conditions (RH and temperature) within the universities’
library buildings must be considered carefully mainly because of their
high occupant densities and because of the negative influence that an
unsatisfactory thermal environment has on library users and collections,
especially in the hot and humid climate of tropical regions like Nige-
ria. Because of the importance of thermal comfort in academic libraries,
there is also a need to investigate the factors that influence thermal com-
fort. Besides, thermal comfort is highly associated with the effectiveness
of the ventilation system [59,60] particularly in crowded indoor envi-
ronments, such as university libraries. Therefore, themechanical cooling
systems of these libraries could be improved in this regard. Assessing the
ventilation parameters of the air distribution system, such as the amount
of outside air provided into the library space (air exchange rates), the
length of the time that fresh air remains in the library (age of air), and
the effectiveness of air exchange are critical in establishing the extent
to which air is distributed inside the library buildings. Although me-
chanical systems are more expensive, they have an all-round better IEQ
[61] and are being used in some offices in Nigeria. Other than improving
the mechanical cooling systems, the adoption of passive cooling systems
is another option that could be considered in achieving educational ther-
mal comfort in university libraries. This could be a more feasible and

sustainable method on a large scale, however, there is a need for more
alternative methods to determine the best approach that could be ap-
plied in university libraries in hot climates.

Finally, a cursory look at the issues highlighted above from a design
point of view suggests that it is significant for building managers and
engineers to consider IEQ indices such as thermal, visual, and acous-
tic comfort at the design stage. More specific and in-depth attention on
library users’ well-being is essential in addition to the efficiency and
sustainability of university library buildings. It is also not sufficient to
design a library with the potential to offer comforts, the proper moni-
toring and assessment of the library buildings as well as library users’
performance are equally important.

5. Limitations of the study

The authors acknowledge a few limitations in this study that could be
addressed in future research. First, the IAQ assessment of the three aca-
demic libraries was not conducted in this study. It is strongly recognized
that IAQ is also an important parameter of IEQ, but because of its wide
coverage, the authors intend to report its comprehensive assessment in
future studies. The second limitation is that this study did not account
for the Predicted Mean Vote (PMV) index and the Predicted Percent-
age Dissatisfied (PPD) index. While the PMV index predicts the mean
comfort response of a larger group of people according to the ASHRAE
thermal sensation scale, the PPD index is a quantitative measure of the
thermal comfort of a group of people in any thermal environment. These
two parameters would be considered and estimated in our subsequent
studies.

6. Conclusions

In this study, the results of an objective assessment of the IEQ of
three university library buildings located in Minna, Nigeria have been
presented. The various IEQ factors measured were, the sound intensity,
thermal (temperature and relative humidity), and lighting conditions.
The results showed that the average measured illuminance has higher
values in the reference and e-library units of the AGL at 247 and 260 lux,
respectively. All the fourteen studied spaces in the libraries had back-
ground noise levels exceeding the recommended threshold limit value
(TLV) of 45 dB, the highest value reaching up to 72 dB in the serial unit
of IBBLC during an afternoon period. On the other hand, the indoor tem-
perature was above the reference value for thermal comfort in all library
units. The minimum value of the indoor temperature was 26 °C in the
Postgraduate unit of IBBLC while the maximum value reached 32 °C in
the reading room–1 of AGL. Overall, the IEQ parameters did not con-
form with well-established standards such as the CIBSE Guide A (2006)
and CIBSE TM57 (2015). The evidence from this current assessment re-
vealed that the quality of the indoor environment of these libraries was
poor, pointing to the need for interventions. It is also evident from this
study that the key issues affecting IEQ in the studied university libraries
include inadequate lighting, excessive noise levels, and thermal discom-
fort. Because the observed poor IEQ can have negative consequences on
library users, it is believed that this paper will help library administra-
tors to pay adequate and/or greater attention to IEQ improvement of
university libraries.
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The reduction of gained heat, heat peak shifting, and the mitigation of air temperature fluctuations are some
desirable properties that are sought after in any thermal insulation system. It cannot be overstated that these fac-
tors, in addition to others, govern the performance of such systems thus their effect on indoor ambient conditions.
The effect of such systems extends also to Heating, Ventilation and Air-conditioning (HVAC) systems that are set
up to operate optimally in certain conditions. Where literature shows that PCMs and natural materials such as
wood-shavings can provide efficient passive insulation for buildings, it is evident that such approaches utilise
methods that are of a degree of intricacy which require specialist knowledge and complex techniques, such as
micro-encapsulation for instance. With technical and economic aspects in mind, an amalgam of PCM and wood-
shavings has been created to be utilised as a feasible thermal insulation. The amalgamation was performed in the
simplest of methods, through submerging the wood shavings in PCM. An experimental procedure was devised to
test the thermal performance of the amalgam and compare this to the performance of the same un-amalgamated
materials. Comparative analysis revealed that no significant thermal gains would be expected from such amal-
gamation. However, a significant reduction in the total weight of the insulation system would be achieved that,
in this case, shown to be up to 20.94%. Thus, further reducing possible strains on structural elements due to the
application of insulation on buildings. This can be especially beneficial in vernacular architectural approaches
where considerably large amounts and thicknesses of insulations are used. In addition, cost reduction could be
attained as wood shavings are significantly cheaper compared to the cost of PCMs.

1. Introduction

To achieve higher comfort levels of occupants, traditional architec-
ture incorporated varied aspects such as natural ventilation, shading,
thermal mass and passive cooling techniques as some of the most impor-
tant passive design features of traditional architecture [1,2]. In hot-arid
climate regions, 70–80% of total energy consumption is used to oper-
ate active cooling systems [3], and consequently, reducing the reliance
on those will have a drastic impact on energy consumption. An opti-
mized envelope design can improve the thermal performance through
passive solar techniques [4–7]. Some of the other variables that influ-
ence indoor thermal comfort includes thermos-physical properties of the
building’s envelope material [8]; the roof optical properties, namely the
albedo, thermal emissivity and building insulation [5,9–11] that play
an important role in the energy balance of buildings. Indoor air tem-
perature is one of the important factors that contribute to achieving the
thermal comfort of occupants inside buildings [12,13–16]. The outdoor
heat loads that a building is exposed to may affect the indoor air tem-

∗ Corresponding author.
E-mail address: adham@aun.edu.eg (A.M. Mohammed).

peratures as heat is conducted through the building’s envelope. Many
passive attempts to limit the effect of exterior heat on interior temper-
atures have been, to a good extent, successful [17–20]. This results in a
lowered indoor temperature which increases thermal comfort in hot cli-
mates and reduces strain on HVAC systems caused due to heat overload
on these devices [13,21–24].

In the last couple of years, PCMs have been extensively researched
as a possible part of passive thermal control methods. Many researchers
have attempted to utilize them in different ways [25–31], which have
shown good potential. The innovative manner in which PCMs have been
utilised has been miscellaneous. Methods such as using a layer of paraf-
fin wax on brick walls and inside building envelopes which have shown
to be successful in reducing indoor air temperatures and related cooling
electricity consumption of up to 75% [32–41]. Other studies have at-
tempted utilise "PCM immersion" of building elements such as PCMs in-
fused wallboards [42–45,39], PCM-mortar [46–51], PCM infused bricks
[52–54], PCM-concrete [55–66] and PCM-enhanced plaster [67–69].
Such methods have reported the ability to reduce indoor temperatures
by up to 5 °C. Similarly, the combination of PCMs and other materials
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such as Silica, Graphene and Gypsum has also been investigated with
promising results as to the thermal performance [70–78]. Also, the in-
cipient field of Nano-technology has allowed for much progress in this
regard by adding certain types of Nano-particles to enhance PCM mix-
tures [31,79–83]. In terms of methods of utilising PCMs, encapsulation
of PCMs seems to provide a good potential as a passive thermal control
technique [84–92]. The encapsulated PCM is used also in various man-
ners. Macro-encapsulated PCMs can be used to fill a void in brick walls
which show a possible reduction in temperature of up to 6.31 °C or 25%
of peak temperatures [29,93–95]. Similarly, macro-encapsulated PCMs
can be placed in bags which also show a decrease in peak indoor tem-
peratures, reported to be around 12.04–17.26% [96–98].

Traditional methods have also shown good thermal performance,
in many cases comparable to modern passive thermal control methods
[99–102]. Such methods involve using copious natural materials such as
stone, mud, fabrics, plant segments and wood, utilised in various ways
[101]. With the abundance of suitable natural materials, wood shav-
ings have been the focus of investigation as it has shown good ther-
mal behaviour. In addition, wood shavings are commonly found as a
by-product in wood workshops and through industrial process. In many
cases, it is disposed of with no significant use [103], which consequently
results in it being of low cost, thus, further expanding the feasibility
of usage. Furthermore, wood shavings are low in density compared to
materials such as PCMs, resulting in lower weights. Also, utilization of
wood-waste in, particular, is seen to be of desirable environmental im-
pacts [102,104], which includes many forms such as cork, wood fibre
and hemp. It is further explained that the advantageous thermal prop-
erties are a result of certain characteristics such as lower embodied en-
ergy, moisture buffering capacity compared to other inorganic materi-
als [104]. In addition to its low thermal conductivity that ranges from
0.048 to 0.055 W/mK, which is comparable to other commercial insula-
tion materials [102,104–106]. Furthermore, waste wood can be formed
into a panel-like shape that can act as effective thermal insulation with
a density of around 315 kg/m3 and thermal conductivity of around
0.08 W/m/K [106,107]. It is worthy to note that many segments of var-
ious types of plants are considered to be composed of wood-fibres, espe-
cially plants stalks and stems. Under certain conditions, these segments
can be utilized to act as actual wood-fibres, which have been found to
provide good thermal behaviour, be cost-effective and have less envi-
ronmental impact [15,99,103,107–112]. Such plant segments can in-
clude cotton-stalk [113–117], date palm branches [118], tomato-stalks
[119], sunflower [120], corn cob [121], straw-bale [122–125], bamboo
[41]and poppy husk [126]. Such materials have been utilised in various
ways, which has shown thermal conductivities ranging between 0.051
and 0.053 W/(m K) [122] and as low as 0.040 W/mK [125,127,128] in
some cases, with heat dampening of 93.6% and a heat time lag of 9.12 h
[123]. Combined wood particles of different sizes, into boards, are also
a viable approach that has shown efficient performance with thermal
conductivities of between 0.1078 W/mK and 0.0742 W/mK [129,130].
It is evident from the previously discussed literature that using wood-
related materials as a form of natural insulation is advantageous, with
thermal performances similar to this of commercial synthetic materials,
in addition to having better environmental impacts.

The mentioned earlier refers to successful attempts to utilise both
wood-based materials and PCMs. However, most of these attempts were
made through mechanisms that require substantial technical effort such
as impregnation of PCMs into the micro structure of fibrous materials,
including wood, through the use of vacuum pressure [131–133]. In the
present study, wood shavings were amalgamated with PCMs through
submerging. This particular method was utilised as it requires little in-
tricacies thus eliminating cost, effort and technical issues. Hence, the
novelty of the present study lays in the experimental investigation of
the effectiveness of a simplified amalgamation approach as an alterna-
tive to common complex PCM utilisation methods that require intricate
technologies to conduct, such as these mentioned earlier. Furthermore,
the experimental approach carried out, in this case, differs from simi-

lar studies in terms of the purpose of using wood-shaving. Where most
studies perceive such material as an encapsulation medium for the PCM
particles as a macro encapsulation [134–138], the present study uses
wood-shavings as a supplement to PCM, intending intending to enhance
its thermal performance as thermal insulation. The aim of the mentioned
earlier is to explore possible advantageous gains the may be achieved
from such simple a method, weather gain of a thermal nature or other-
wise. To achieve this, the amalgamated mixture is investigated for many
features. Aspects such as heat peak reduction are important and heat
peak shift are investigated as they describe the potential of a thermal in-
sulator to impede conduction of heat through facades and the influence
of the latent heat storage of such materials [40,41,54,66,97,139–142].
Also, the ability to reduce fluctuations in indoor air temperature has
been investigated in this article. This is of significance as outdoor air
temperature may fluctuate un-uniformly [20,143,144] causing analo-
gous fluctuations in indoor air temperatures [145,146], which can cause
thermal discomfort to inhabitants and affect the performance of HVAC
systems exposed to this.

2. Thermal performance of PCM panels

As determined, the tested panel is placed between two controlled en-
vironments. To apply the required heat variations on one of the sides of
the panel, a climatic chamber was used. To control the initial tempera-
ture of the other side, a confinement holding the panel was created. As
the temperature would vary on the side of the panel that is exposed to
the chamber, the other side would gradually be thermally influenced by
this variation. Through measuring the air temperature on both sides and
comparing them, the effect of the PCM/ PCM-wood shavings could be as-
sessed. The same process was repeated for the control panel (panel with
1 sheet of Plexi-glass) and the 1 cm air gap panel (panel with 2 sheets
of Plexi-glass). Fig. 1 shows a schematic representation describing the
position of the tested panel in relation to the controlled environments
applied.

To choose an appropriate type of PCM for this study several fac-
tors were considered. It was considered that the chosen type of PCM
is applicable in building applications, thus, having a melting/freezing
temperature that is within range of the prevailing temperatures found
in some hot climates. It is important to note that literature has pointed
out that applications relying on PCMs can fail due to inappropriate melt-
ing/solidification temperatures [147]. In addition to being durable and
having congruent melting to ensure that it retains its original structure
throughout numerous cycles of phase change [148,149]. In addition, as-
pects such as 1) chemical stability; 2) complete reversible freeze/melt
cycle; 3) limited degradation; 4) non-toxicity, 5) non-flammability and
6) non-explosiveness and non-corrosiveness were taken in to account
[150]. Paraffin waxes can can provide most of the required criteria de-
scribed earlier [151]. The PCM initially chosen to be used is Paraffin
wax 43/46 obtained from a UK based chemical company (Scientific lab-
oratory supplies SLS) product No. CHE2750, shown in Fig. 2 (A&B).
Table 1 shows some of the physical and chemical properties of the PCM
as provided by the supplier.

2.1. Experimental rig

To conduct the experimental condition described earlier, a rig con-
sisting of several elements was designed. An appropriate container was
required to encapsulate the tested material without affecting test results.
Factors such as leakage, chemical compatibility and expansion proper-
ties of the PCM were taken into account as literature shows that they
may be of importance in PCM testing [148,152]. The container used for
this experiment was created using sheets of MDF wood that were cut
using an epilogue Fusion M2TM Laser cutter and engraver for precise
cutting. The container is constructed of a frame of MDF wood with a
thickness of 10 mm, with a width of18 mm. The inner dimensions were
20 ∗ 24 cm to accommodate the PCM panel (20 ∗ 20 cm) and provide
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Fig. 1. Schematic representation of the experimental proce-
dures carried out on the tested panels (Authors’ own).

Fig. 2. (A) Packaging of Paraffin wax as provided by supplier. (B) Appearance
of paraffin wax in the solid phase.

Table 1

physical and chemical properties of the paraffin
wax as provided by the supplier.

Appearance White waxy solid

Odour Nectareous.

pH Not applicable

Boiling Point 350 °C

Melting Point 43 °C

Flash Point 300 °C (Closed cup)

Upper Flammable Limit Not applicable

Lower Flammable Limit Not applicable

Auto Ignition Not applicable

Explosive Properties No.

Oxidising Properties No.

Vapour Pressure Not applicable

Relative Density 0.9550

Water Solubility Insoluble in water.

a 20% of the PCM volume as void for expansion (4 cm). Four layers of
water-sealing varnish coating are applied to ensure that no absorption
of the PCM would occur when it is in the liquid phase. The top side
of the frame was removable to allow for the materials to be inserted
into the container. Both sides of the frame were covered with sheets of
Plexi-glass of 2 mm thickness using glue. The container after assembly
is shown in Fig. 3(A). For comparison purposes, two more panels were
created. One of them, a panel that consisted of a single 2 mm layer of
Plexi-glass and a wooden frame with the same dimensions as the PCM

encapsulation panel, was used as a reference control panel. The other
panel was identical to the previously mentioned, however, no materials
were placed inside. The purpose of this panel is to test the thermal per-
formance of the two layers of Plexi-glass with an intermediate air gap
of 1 cm width.

As mentioned earlier, a five-sided box-like confinement was con-
structed of isolating materials. The 6th side remained as a void to ac-
commodate the panel under investigation. This allowed the side of the
panel that is facing the inner part of the confinement to be exposed (ini-
tially) to room temperature while the other side is exposed to the pre-set
temperatures. Fig. 3(B) shows the confinement after final assembly, in-
cluding fibre-wood insulation. The box-like confinement was made of
18 mm thick sheets of medium density fibre wood (MDF) that were cut
and assembled with inner dimensions of 20 cm∗20 cm∗35 cm. To hold
the PCM encapsulation panel at the front of the confinement as required,
a platformwith the same inner dimensions as the panel was created from
the same materials. Insulated was made by covering all sides with four
layers of wood-fibre sheets (DiallTM Fibre wood underlay) with a total
thickness of 20 mm, shown in Fig. 3(C). An epilogue Fusion M2TM Laser
cutter and engraver, shown in Fig. 3(D), was used to ensure accuracy
of the cut parts. To subject the PCM panels that are under investigation
to environment-like conditions, the panels and the insulated confine-
ment were placed inside an environmental chamber during the testing
process. The environmental chamber used was a PanasonicTM versatile
environmental test chamber model MLR-352 as shown in Fig. 3 (E&F).
The chamber can be programmed to manipulate the temperature of the
inner environment to change from 0 °C to 60 °C. To monitor the change
in air temperature of both sides of the encapsulation panel throughout
the duration of the experiment in which heat was applied, two HOBOR○

MX Temp/RH Data Loggers model-(MX1101) shown in Fig. 3(G) below
are used. The data loggers had built-in thermal sensors with a range
of −20° to 70 °C with an accuracy of ±0.21 °C in addition to humid-
ity sensors. The loggers are capable of logging up to one reading per
second. Control and setup of the data loggers can be done through an
iOS or AndroidTM device through a Bluetooth R○ connection. Logged data
is also downloaded through the wireless connection mentioned earlier
through HOBO mobile R○ app.

2.2. Experimental procedures

The following depicts details regarding the creation of the three pan-
els in addition to a control panel and an empty panel created for further
comparison purposes. A description of the heat profiles applied to the
panels with various details is also provided.

2.2.1. PCM panel testing

To create a PCM panel, 382 gs of the PCM were weighed (the PCM
had a density of 0.9550, and the required panel was with dimensions of
20×20×1 cm). This was the amount required to create a panel with the
desired dimensions. The PCM was then placed in a steel container then
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Fig. 3. (A) Material container after assembly.
(B) The Box-like confinement, with the plat-
form end. (C) DiallTM Fibre wood underlay
sheets. (D) epilogue Fusion M2TM Laser cut-
ter and engraver. (E) Exterior of environmental
chamber. (F) Interior of chamber, (G) HOBOR○

MX Temp/RH Data Logger model-(MX1101).
(H) Encapsulation panel secured upright us-
ing a holder, PCM had been poured in and
left to cool, photographed after approximately
10 min.

Table 2

Pre-set heat profiles.

Heat profile Minimum temp. °C Maximum temp. °C Cycles Cycle duration (hours) Total duration(hours)

1 15 57 1 24 24

2 15 55 1 12 12

3 35 55 2 6 12

4 35 55 3 4 8

5 35 55 3 2 6

6 35 55 3 1 3

liquefied using an electric hotplate to a temperature of 65 °C approxi-
mately. The liquefied PCMwas poured into the encapsulation panel. The
encapsulation panel was held upright using a holder shown in Fig. 3(H)
above as the liquefied PCM was poured-in till 200 mm were filled to
leave 40 mm for expansion as mentioned earlier. The PCM was poured
slowly so that to ensure that no air pockets (air-bubbles) had been
formed. The panel was left over-night in a relatively cool environment
to allow for the PCM to solidify. Both the encapsulation and the confine-
ment were then placed inside the environmental chamber, which was
then sealed. A series of tests were performed on the panel. In each test,
a different heat profile was used. The aim of this is to monitor the per-
formance of the tested materials under different modes of heat loads. It
is important to note that two of the heat profiles are used to simulate
natural day/night cycles were as the rest was used to simulate differ-
ent fluctuations in temperatures that may occur in certain environmen-
tal conditions. Table 2 depicts the temperatures and durations that the
chamber was pre-set to. A difference is identified between the pre-set
and actual measured temperatures, due to capabilities. Measurements
were set to be logged every 10 seconds.

In heat profile 1, a gradually increasing/decreasing profile was used.
The profile was an attempt to simulate the natural gradual increase of
temperature that would occur in a hot environment during day time
and the decrease of temperature during night time. The heat profile
ranged from 15 °C to 57 °C in a duration of 24 h. Fig. 4(A) shows the
temperature inside the chamber during testing. To achieve a gradually
changing temperatures as required, twelve steps of temperatures had to
be set. Each step was for a duration of 1 h and increased in temperature
by 7 °C. Likewise, Profiles 2–6 were conducted with varying cycles of
heat and different durations. Fig. 4 (B, C, D, E & F) show the change in
temperature according to the setting of each profile.

2.2.2. Wood shavings filled panel (Ws)

Wood shavings obtained from a local provider were used. The uti-
lized wood shavings were chipping of plywood obtained as a by-product

of woodmanufacturing processes. The approximate calculated bulk den-
sity of the shaving in their loose form was 0.1 g/cm3. An amount of
40 g of wood shavings was placed inside the panel (with dimensions of
20×20×1 cm). This amount was sufficient for the panel to be filled with
wood shavings without any form of compression. Fig. 5 (A) shows the
panel filled with the amount of wood shavings.

2.2.3. PCM/Wood-shavings (PCM/Ws) panel testing

The same localy obtained wood-shavings, mentioned earlier, were
used. To create the mixture of wood-shavings and Paraffin wax, 40 g
of wood-shavings were weighed on a scale (as 14% of the total weight
of the mixture). An amount of 260 g of Paraffin wax (86% of the total
weight of the mixture) was melted on a magnetic stirrer (set to 60 °C)
which was used to stir the wood-shavings in the mixture. The wood-
shavings were added gradually to the wax while being stirred. This is to
ensure that all particles of the wood-shavings have been engulfed with
the wax. Once the entire amount of wood-shavings was added to the
wax, it was important to manually stir the mixture as it had created a
paste-like substance that demanded manual stirring to ensure that the
mixture is completely homogenous. It should be noted that the stirring
was performed at a constant temperature of 60 °C so that to ensure
that the wax would remain in a liquefied form throughout the entire
process. After being stirred, the mixture left to slightly cool (to around
43 °C) to facilitate placing it into the panel for testing. Fig. 5 (B) shows
the slightly cooled mixture. Initial trials have shown that it may be hard
to place the mixture in the panel in a liquefied form as it is of high den-
sity which makes it difficult to manage placement in a relatively small
opening such as this of the panel. Similar to previous tests performed on
the PCM panel (described in Section 2.2.1), the panel was filled with the
created mixture, as shown in Fig. 5 (C). The panel was cooled to room
temperature before any testing to ensure that no latent heat would af-
fect testing, which was repeated prior to all tests. Then, the filled panel
was placed in its analogues section in the testing confinement which is
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Fig. 4. Pre-set and actual temperature inside the environmental chamber for: (A) Heat profile 1, (B) Heat profile 2, (C) Heat profile 3, (D) Heat profile 4, (E) Heat
profile 5, (f) Heat profile 6.

Fig. 5. (A) Panel filled with 40 g of wood shavings. (B) Mixture of 20% wood-
shavings and 80%%paraffin wax cooled to a temperature of around 43 °C. (C)
Panel filled with mixture ready to be placed inside environmental chamber.

then placed inside the environmental chamber in the same manner as
described earlier in the previously mentioned thermal tests.

2.2.4. Control panel and air gap panel test

As explained earlier, the same tests using the mentioned heat pro-
files were carried out on the control panel and the air gap panel for
comparison purposes.

2.2.5. Verification of measurements

It should be noted that to verify the accuracy of the measurements
obtained, several steps were taken. In addition to the measurements
mentioned earlier, for profile 2 and profile 6, the measurements were
repeated once with the same data logger mentioned earlier and twice

with another data logger of the same type. In total, the mentioned tests
were carried out four times using two different loggers. These profiles
were specifically selected for the verification process as they represent
both a short and long-term duration cycle of heat. The results showed
that all of the verification tests were in alignment and the deviations
in temperature readings were less than (0.05 °C) thus suggesting the
validity of measurements. In addition to this, all of the profiles were
also repeated with an alternate logger (in total two repetitions for each
profile). The results of this also showed an alignment with a deviation
in measurements less than (0.03 °C). Hence, it is be verified that the
measurements are accurate.

2.3. Results and analysis

Table 3 shows the results for all the tested panels under the influ-
ence of various heat profiles. In the mentioned table, a comparison is
presented between the results of the panel created with a single sheet of
Plexi-glass which simulates a single-panel window referred to as the con-
trol panel in this study. Results for the panel consisting of two panels of
plexiglass is referred to as the “1 cm” air gap panel, the PCM filled panel
is referred to as “PCM panel” and the panel filled with the PCM/wood-
shavings mixture is referred to as “PCM/Ws panel”. In Table 3, the col-
umn named "Chamber temperature ranges" presents the actual temper-
atures measured inside the chamber during each heat profile. Also, for
each panel, the table presents the actual measured temperature ranges
(maximum and minimum temperatures) that have occurred inside the
confinement (shown in the column named “Temperature range”). The
maximum temperature inside the confinement compared to the actual
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Fig. 6. Temperatures of all panels during testing. (A) Profile 1. (B) Profile 2. (C) Profile 3. (D) Profile 4. (E) Profile 5. (F) Profile 6.

maximum applied heat shows the potential in reduction of heat gain
in the event of using a certain panel (referred to in the table as “Peak
temperature reduction”). The reduction in peak temperatures is calcu-
lated as (the Max temp. of the chamber – Max. temp. inside the con-
finement). The table also shows the variation in temperature fluctuation
which was calculated as a percentage based on the difference of temper-
atures measured inside and outside the confinement (“Max. temp. inside
the confinement – Min temp. inside the confinement” / “Max. temp in
the chamber - Min. Temp. in the chamber” ∗ 100%), thus, showing the
potential of using such panels to mitigate heat fluctuations. This also
shows the influence of the duration of exposure to heat has on the abil-
ity to mitigate fluctuations. The results additionally show the shift in
the peak temperature time due to the presence of each panel, which is a
property that could be utilised in many applications such as heat storage
devices.

In heat profile 1, shown in Fig. 6 (A), there was a reduction in the
peak air temperature and a shift in the peak temperature time for all
panels. As expected, the control panel has shown the least influence on
the temperatures as it only consists of a 2 mm Plexi-glass panel. The
“1 cm” air gap panel showed more influence as it resulted in decreased
temperatures in comparison with the control panel. This is due to the
effect of the air gap which acts as thermal insulation to an extent [153–
157]. The Ws panel has shown a reduction in temperature close to this
of the “1 cm” air gap panel. The most thermal influence was observed
in both the PCM and the PCM/Ws panel. A negligible difference in tem-
perature reduction was present between both mentioned panels. As for
temperature fluctuation, similar results can be observed in all panels.
The PCM and the PCM/Ws panel have shown the least fluctuation per-
centage in comparison with the other panels. This is also true for the
peak heat shift durations. It is noted also that heat profile 1 showed the
largest heat peak time shift in comparison with other heat profiles. Al-
though the increase of temperatures was almost identical in all panels,
the pace at which temperatures dropped inside the confinement is not

as identical. The control panel was the fastest to cool down. The “1 cm”
air gap panel was slower to cool. The PCM and the PCM/Ws however,
were the last to cool. This is possibly due to the latent heat effect of the
PCM [158–160].

In heat profile 2, shown in Fig. 6 (B), similar results as heat pro-
file 1 can be seen. However, it is noted that the peak temperatures of
panels were higher than those of heat profile 1. This is possibly due
to the applied heat increasing rapidly to 54 °C within 1.5 h of the test
then stabilizing for the rest of the duration of the test. This implies that
the fluctuation of temperatures may be less reduced if the temperature
change is slow as this would allow for the heat to be further conducted
through the panels thus causing further increasing and decreasing in
the temperature inside the confinement. Similar results are shown in
the rest of the heat profiles in regards to the performance of the panels
shown in Fig. 6 (C, D, E & F). The results show that there is a strong
correlation between the duration of the cycle and the performance of
the panels. In cycles with longer durations such as in heat profiles 3 and
4, the temperatures inside the confinement were found to be fluctuat-
ing relatively higher. Whereas in heat profiles with shorter cycles such
as heat profiles 5 and 6, the fluctuations were found to be lower. It is
important to note that this is the case for all the tested panels although
the PCM/Ws was seen to have the least fluctuation in all heat profiles
regardless of the duration of the cycle. Fig. 7 (A) shows the relationship
between cycle duration and the percentage of fluctuation in the tested
panels based on the logged measurements of this investigation.

As for the heat peak time shift which represents the duration elapsed
from the point that the maximum air temperature occurs inside the
chamber and the point that the maximum air temperature is reached
inside the confinement, it is evident that there is a minor correlation
between the duration of heat application and shift in peak temperature,
as seen in Fig. 7 (B). To elucidate, despite several inconsistencies, the
shift seems to increase as the duration of exposure to heat is decreased.
An exception to this is profile 1, in which, the largest shifts have been
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Fig. 7. (A) Relation between observed temperature fluctuations in all panels and duration of heat profile cycles. (B) Relation between shift in peak temperatures in
all panels and duration of heat profile cycles. (C) Comparison of area under curves for panels.

observed despite exerting the most duration of exposure to heat. This
may be explained as a result of the highly gradual mode of increase and
decrease of heat. The gradual increase in heat allows for the PCM to
reach its melting point after a longer duration without being affected
by the heat before this point. It is worthy to note that the Ws, PCM and
PCM/Ws panels have shown the most shift duration, with the PCM and
PCM/Ws performing most efficiently in this regard in most of the heat
profiles. It is important to point out that the type of PCM will influence
its latent heat capacity thus affecting its capability to shift the heat peak
[161], other types of PCMs can cause an extended heat peak shift as ob-
served in the work of Chung and Park [96], Piselli et al. [97] and Principi
and Fioretti [162] discussed earlier. This is true also for the reduction
in the peak temperature. All panels have resulted in a reduction that
ranged from an insignificant reduction (such as 0.76 °C in the control
panel) to very significant reductions (such as 7.6 °C in the PCM panel).
The study shows that both the PCM and PCM/WS panels have resulted
in the highest highest reduction in all heat profiles due to the melting
properties of the PCM as discussed earlier in literature. However, it can
be seen also that the reduction is at its greatest the shorter the heat cycle
is. This can be elucidated as due to the lack of sufficient duration that
allows the tested panel to gain heat so as to raise its temperature. Hence,
it can be inferred that heat profile 1 and profile 2 represent a more accu-
rate assessment of the temperature reduction capabilities of the tested
panels as they have longer cycle durations (24 h and 12 h). Whereas,
heat profiles 3,4,5 and 6 may represent temperature reduction of these
panels in conditions were rapid changes in temperature are occurring.

It can be seen that the thermal performance of the PCM and the
PCM/Ws amalgam are similar to a large extent. For further comparison,
the area encompassed under the curves of the mentioned earlier pan-
els, represented earlier, are compared. Such areas can be indicative of
the energy exerted inside the confinement during testing the mentioned
panels. A trapezoidal approximation is used to calculate the mentioned
areas. Fig. 7 (C) shows a comparison between the mentioned panels

for all heat profiles. It can be seen that the performance of the pan-
els in terms of energy is similar to a large extent. It may be worthy
to note that the area under profile 1 curves are clearly much larger,
which is consistent with the duration of applied heat for that profile.
The areas for Profiles 5 and 6, however, are seen to particularly small
a result of the applied heat fluctuating. This is to imply that the effect
of heat fluctuation on the applied heat is similar to the effect of re-
ducing the maximum applied temperature in terms of exerted energy.
Most importantly, it can be observed from the measurements discussed
earlier that although both PCMs and wood shavings have significant
thermal performance, the amalgamation of both materials has not re-
sulted in a significant thermal enhancement in the thermal performance
of the panels. The measured data shows that the performance of the PCM
panel and the PCM/Ws panel is almost identical. Thus, it can be inferred
that adding wood shavings to PCMs would not result in enhancing the
thermal performance. The values of thermal conductivities of PCM and
wood-shaving can explain this fact. Studies show that the thermal con-
ductivity of paraffin waxes, like PCM, of similar melting points to this
used in the present study to be around 0.20 to 0.22W/(m•K) [163–170].
Whereas, the thermal conductivity of MDF/plywood wood-shavings can
be as low as 0.11 to 0.17 W/(m•K) [171–177] and in some cases as
low as 0.03 W/(m•K) [178,179]. The inherent low thermal conductiv-
ity of wood-shavings, compared to this of PCM, can explain the fact that
replacing an amount of PCM with a similar volume of wood-shavings
will not negatively impact the overall thermal insulation performance.
Meaning that, within the amalgam panels, a portion of the denser PCM
content is replaced with a material of a lower thermal conductivity,
wood-shavings, which increases its overall insulation capabilities and
reduces weight due to its relatively lightweight.

From a constructional perspective, the amalgamation of these two
materials can be of good use. As thermal insulation is applied to the ex-
terior of buildings, this presents a structural load that is taken into con-
sideration during the construction process. Heavier loads would result
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in more strain on structural elements which require further structural
support thus increasing cost. However, having a density of 0.1 g/cm3,
the addition of wood shavings to PCM would result in a significantly
lower weight with the same, if not improved, thermal performance. For
example, the PCM panel mentioned earlier was filled with 380 g of PCMs
(with a density of 9.95 g/cm3). The thermal performance of the men-
tioned panel was matched and improved in some cases with the usage of
the PCM/Ws which contained 260 g of PCMs and 40 g of wood shavings
with a total weight of 300 g. This constitutes a weight reduction of 80 g
(20.94% of total weight). It is important to note that such a reduction
in weight can be of significant influence in certain areas in the world
where traditional architecture prevails. In such buildings, considerably
thick insulation may be applied to counter extreme weather conditions,
such as rural Egyptian architecture built in hot-arid desert climates for
instance [180], where insulations can reach a thickness of over 50 cm. In
fact, many countries around the world still utilise such vernacular build-
ing approaches to the present day, such as India [11181,182], Yamen
[183], Macedonia [184], Myanmar [185], Nepal [186], Spain [187],
Romania [188] and Japan [189]. Such buildings carry a large potential
to benefit from insulation solutions such as this presented in the present
study, where a saving in weight can be highly advantageous.

3. Conclusions

The appraisal of literature presented in this work identified that the
use of PCMs, wood shavings and other natural materials as an innova-
tive approach for passive thermal control is highly promising at low cost.
However, attempts to combine these materials to gain enhanced thermal
performance, although promising, have been performed using complex
techniques that may be unsuitable where high-tech is not widely avail-
able. Little or no attempts have been carried out to investigate possible
gains through the simple amalgamation of PCMs and wood shavings.
In the context of this article, this was investigated with regards to not
only thermal aspects but possible other gains. Comparison of the tested
materials shows the following:

• PCMs and PCMs submerged in wood shaving have shown to have
better thermal performance compared to wood shavings (in the Ws
panel). However, measurements have shown that both PCMs and
PCMs/wood shavings have very similar thermal performance, with
PCM/wood shavings demonstrating a slightly better performance.
This implies that adding amounts of wood shavings to PCMs would
not result in any significant enhancement in the thermal perfor-
mance.

• Although no or little thermal gain can be achieved from submerg-
ing wood shavings in PCM, from a construction perspective, advan-
tageous gains may be achieved. Namely, a reduction in weight of
22.94% may be achieved when using a mixture of PCMs and wood
shavings rather than using PCMs, with almost identical thermal per-
formance. This is also economically advantageous as wood shav-
ings are typically of low cost as a by-product of industrial processes.
Hence, replacing amounts of PCM, in PCM related applications, with
wood-shavings will certainly reduce thermal insulation costs.

• PCMs and wood shavings submerged in PCMs can mitigate heat gain
significantly. In cases of long heat cycles, the peak temperature was
reduced by up to 5.8 °C. In cycles that have shorter durations, the
heat peak reduction was up to 7.6 °C. It should be noted that this
reduction was achieved using 1 cm thick panels. Similar panels with
larger thicknesses can have a significantly better reduction in tem-
peratures. This highlights the advantageous attribute of weight re-
duction by using wood-shavings.

• The experimental study shows that PCMs and wood shavings sub-
merged in PCMs have good potential to reduce air temperature fluc-
tuations. For example, the PCM/Ws panel has shown a notable re-
duction in air temperature fluctuations (by 15.5% to 60%) compared
to the thermal performance of the control panel (reduced fluctua-

tions by 7.2% to 55.5%) and the 1 cm air gap panel (reduced fluc-
tuations by 11.8% to 55.5%). This is true for all of the tested heat
profiles which have different cycles of high/low temperatures with
various cycle durations. The reduction in fluctuations is evidently
affected by its duration and intensity.

• A shift in the peak temperature can be achieved using thermal in-
sulation systems, depending on the system’s latent heat properties
and the duration of the applied heat cycles. However, adding wood
shavings to PCM in an insulation system will not have a significant
effect on the duration of the heat peak shift.

The results of this investigation have shown that, in addition to PCMs
having the capability to reduce heat conduction through building walls,
they can play a good role in mitigating air temperature fluctuations and
cause a shift in the heat peak which may in certain cases be benefi-
cial. More importantly, the data has shown that adding wood shaving
to PCMs on a thermal insulation system in a simple submerged manner
would not negatively affect the performance of this system, and, would
result in a reduction of weight and cost. This reduction is of high signif-
icance in terms of construction requirements and cost. Other materials
have such qualities which is a good area for future research. It is evident
that further studies are needed to comprehend possible gains of amalga-
mating PCMs with natural low-cost substances to further improve ther-
mal, technical and economic aspects of thermal insulation systems.
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a b s t r a c t

Recently, the requirement for cooling capacity decreased when the driving energy changed from liquid fuel to
lithium batteries. Therefore, the structure and location of the forecabin could be adjusted based on the aerody-
namic performance. The current study conducted a significant number of simulations in order to find out the
effects of the internal flow through forecabin in an Ahmed body. The following conclusions have been identi-
fied:1, The flow through the forecabin would always increase the resistance of the entire body, and the drag
coefficient increases, on average, by approximately 85%. 2, When the aspect ratio is higher or the position of
the inlet opening is lower, the total drag coefficient is lower due to a weaker vortex strength, a simpler vortex
structure and a relatively simple flow. 3, The existence of the forecabin will largely increase the oscillation fre-
quency of the flow field by approximately 15 times compared to the original Ahmed model. Finally, the high drag
coefficient moment always appears to be due to the formation of more complex or intense vortex motion. These
conclusions can offer useful results and references for the structural design of the front cabin for new energy
vehicles.

1. Introduction

A vehicle’s air resistance is directly proportional to its speed squared
once it reaches above 60 km/h the air resistance rises steeply. The outer
shape of an automobile has a substantial impact on the vehicle’s aero-
dynamic performance [1]. Therefore, it is critically important in order
to achieve a reduction in drag coefficient, thereby saving energy and
reducing emissions.

In general, research into automotive aerodynamics has typically fa-
vored simple bodies over detailed car geometries [2]. A generic car en-
sures that conclusions are unlikely to be geometry specific and research
findings will likely relate to common aerodynamic characteristics which
are widely applicable [3]. Although many different types of simplified
ground vehicle models have been historically investigated, the Ahmed
vehicle model, which makes it possible for us to identify the main pres-
sure drag sources and their contribution to the overall aerodynamics,
is still the most preferred simplified ground vehicle model. It has been
employed in quite a few experimental studies and computational studies
[4]. The external flow field of the model can simulate the basic charac-
teristics of the real vehicle’s flow condition with the exception of the ro-
tating wheels, the forecabin and protrusions on the bottom and surface
of the vehicle body. It is a bluff body with separated boundary layers,
recirculating flows and complex three-dimensional wake structures [5].
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Recently, academic research has been conducted on the influence
of both the front grille shape and the coverage area on the resistance
of the car. To optimize the losses generated by the flow through the
vehicle, both experimental and numerical simulations are commonly
used in the automotive environment by Wittmeier and Kuthada [6],
and this research demonstrates that grille shutters result in a smaller
contribution by the cooling airflow to overall drag. Liu et al. [7] per-
formed a numerical simulation on a full-scale CAD automobile model
with different grille shapes, including straight, convex, concave, and M
and W-shaped, and the results show that the straight grille has the best
effect with smaller Cd by 0.05% as well as the least amount of materials
consumption in the manufacture of the grille. However, this study did
not discuss the influence on the internal cooling performance through
this covering method. Zhang et al. [8] have demonstrated that the un-
derhood airflow in the forecabin can be optimized by introducing an
air-duct and modified grille openings. At both highway speeds and idle
conditions, reducing the excessive airflow that does not contribute to
the cooling purpose, a notable improvement in the underhood airflow
management can be achieved by using a combination of side-grille seal-
ing with a wide air-duct.

As well as researching the opening area of the forecabin front grille,
the influence of the airflow area inside the forecabin and inlet blade
inclination on the cooling performance and the cooling resistance co-
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Nomenclature

Geometry

A width of the air intake [m]
B height of the air intake [m]
c clearance between the model and floor [m]
W width of Ahmed Model [m]
H height of Ahmed Model [m]
L characteristic length [m]
𝛽 ratio of width and height of air intake
Δx grid length in the direction of velocity [m]
Δy near wall height [m]
x Cartesian x-axis direction
y Cartesian y-axis direction
z Cartesian z-axis direction

Fluid flow characteristics

f frequency of periodic motion [Hz]
Cd drag coefficient
y+ a empirical parameter of turbulent boundary layer
ut friction velocity [m/s]
𝜈 kinematical viscosity [m2/s]
ReH Reynolds number based on the model height
StH Strouhal number based on the model height
Co relative relationship between time step and space step
U inflow velocity magnitude [m/s]
Ux velocity in x direction [m/s]
Uoa average airflow velocity magnitudes at the exit of the

forecabin [m/s]
Δt time step [s]
|U| the size of the velocity vector within a cell [m/s]
Qin forecabin inlet mass flow rates [kg/s]
𝜔x vorticity in x direction [s−1]
𝜔y vorticity in y direction [s−1]

Numerical simulation

p pressure [pa]
ui velocity component in the i direction [m/s]
𝜏 ij subgrid-scale stress tensor [N∙m−2]
𝜇t subgrid-scale turbulent viscosity [m2s−1]
𝜏kk isotropic part of the subgrid-scale stresses [N∙m−2]
Sij rate-of-strain tensor [s−1]
Ls mixing length for subgrid scales [m]
k Von Kármán constant
Cw WALE constant
Q dimensionless Q-criterion value
Ω vorticity tensor [s−1]

efficient have been researched. D’Hondt et al. [9] explored the effect
of air tightness on engine cooling performance and drag coefficient by
placing solid walls in the upper and lower parts of the heat exchanger,
and concluded that the sealing implementation results in an important
increase in the flow rate through the porous media with limited impact
on the drag coefficient. Pambianco et al. [10] studied the influence of
the inlet blade inclination on the drag of the whole vehicle. He stated
that the evolution trends of the cooling drag coefficient varied little with
the inlet blade inclination. However, drag levels were lower when the
inlet blade inclination increased and suggested a decrease in the cooling
flow rate.

The position of the front air intake of a vehicle is also an important
factor which affects the air resistance. Khaled et al. [11] investigated
the effect on the aerodynamic torsor of the lateral and vertical (vehicle
height) positioning of the air inlet opening in the vehicle’s front end.
This research indicated that the central position in vertical direction
of the air-inlet opening, which reduced the drag coefficient by 1.3%,

the cooling drag coefficient by 56.4%, the lift coefficient by 4.9% and
the pitching momentum coefficient by 3.6%, was the best position for
aerodynamic torsor reduction.

By using parametric study, key geometric parameters to design a
grille opening configuration were represented by Kim at al. [12]. The
article explores the effects of vertical height, horizontal width, size, lin-
ear deformation, position and blockage on the total drag of the base
model, and it shows that decreasing the base model horizontal width or
implementing a higher opening inlet of the grille would help to reduce
the total drag coefficient. It should be noted that the flow simulations
are performed at the velocity of 110 km/h inflow condition with a small
passenger vehicle model.

With the development of new energy vehicles, the driving force can
be derived from Lithium-battery, fuel-cell battery or even solar energy.
A varied energy type offers the opportunity to innovatively design the
structure of the automobile. In particular, for some conditions, the fore-
cabin is not a necessarily an important aspect nor does it need be large
in size or in any particular position. As mentioned above, the air drag
reduction design of the external flow field in the automobile is now
fairly mature [13]. “Forecabin” flow resistance optimization, to reduce
the vehicle air resistance, has become an important method reduce fuel
consumption, and preliminary effects have been achieved when applied
to low carbon vehicles [14].

Much research has been undertaken regarding the influence of grille
shapes [6-8], positions [11-12] and active control strategies [15] on the
total drag coefficient, but existing studies do not fully consider the un-
derlying mechanism of resistance reduction. Thus, in this study, a series
of simulations were carried to determine the flow pattern around the
forecabin. The Ahmed model was chosen in this study but a different
position and aspect ratio of an area-constant air entrance was utilized
in order to fully investigate the steady and transient influence of in-
take opening characteristic on total drag coefficient of the model. Some
relative optimum arrangement of the air entrance position is obtained
through the analysis, which may be beneficial when designing the ve-
hicles’ structure.

2. Methodology

2.1. Modelling of Ahmed model with forecabin

In this study, some adjustments have been applied to the original
Ahmed model shown, as shown in Fig. 1. A cavity with several different
but simple inlet structures is designed to simulate the vehicular fore-
cabin. Thus, the influence of different forecabins on the car model re-
sistance can be easily considered without excessively increasing model
complexity, and the internal flow field and vorticity field are straight-
forward to obtain. Three different positions (UP, MIDDLE and DOWN)
and five different aspect ratios (𝛽=2, 2.5, 3, 3.5 and 4) are designed to
investigate different aerodynamics performances considering bilateral
symmetry of the models. The inlet openings are rectangular and in each
case, the area is constant. The distances between the centreline of the
inlet opening and the top of the forecabin are 52 mm, 72 mm and 92 mm
for the UP, MIDDLE and DOWN case, respectively. 𝛽 represents the ratio
of inlet opening width (A) to height (B) as shown in Fig. 1. The length,
width, and height (H) of the whole model are 1045.8 mm, 389 mm and
288 mm, respectively, and more detailed dimensions are also shown in
Fig. 1.

The computational domain is shown in Fig. 2. In order to minimize
the influence of the boundaries on the flow field around the car model,
with the exception of the bottom surface, the distance between the other
boundaries and the model should be sufficient in size [16]. The distance
from the entrance to the inlet openings is 7.25 times the height H of
the car model, and the distance from the model’s rear surface to the
domain exit is 18.125H. The width and height of the domain are both
5H respectively, and the ground clearance between the model and floor
is calculated as c/H which in this case is found to equal to 0.174.
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Fig. 1. Dimensions of different models.

Fig. 2. View of the computational domain.

2.2. Mesh generation

Based on the DOWN_4 case as shown in Fig. 1, two sets of grids
were designed to verify the effect of grid resolution on numerical re-
sults. MESH_1 and MESH_2 have 5.27 million and 9.65 million grids,
respectively. The quantitative effect of mesh resolution was investigated
through the x-component velocity comparisons at the horizontal center-
line of model opening (dotted line), as shown in Fig. 3. Obviously, there
are some minor differences in speed distribution however the biggest
difference is no greater than 5%. It is decided that MESH_1 would pro-
vide a good compromise between rather high accuracy and drastically
reduced numerical calculation time. Hence MESH_1 was used in this
study.

The mesh details are shown in Fig. 4. Fig. 4(a) displays the surface
mesh of the car body whilst the volume mesh adjacent to the car body
is shown in Fig. 4(b). The unstructured mesh adjacent to the wall is
encrypted with several layers of growing tetrahedron grid, and the size
of the first layer of the tetrahedron grid is about 1 mm. A hybrid grid
scheme is adopted, and a structural grid is arranged on the outside of
the cuboid zone filled with unstructured grid to ensure grid quality.

In general, we use the wall y+ value to measure the relative impor-
tance of the viscous process and the turbulent process. (wall y+ value

Fig. 3. The x-velocity comparisons at horizontal centerline in model opening
for the grid-resolution.

is defined as: y+= 𝑢
𝑡
⋅Δ𝑦
𝜈
, similar to Reynolds number where 𝑢

𝑡
=
√

𝜏
𝑤

𝜌

represents the friction velocity, Δy represents the near wall height, and
𝜈 represents kinematical viscosity). The wall y+ values for this mesh
(MESH_1) are less than 3, which meets the calculation requirements.

2.3. Numerical methods and boundary conditions

Large Eddy Simulation (LES) method is applied in this study, which
can directly simulate large-scale turbulent motion, and meanwhile also
adopt a sub-grid model to process the effect of small-scale turbulent
motion. Thus, it is also called “filtered” Navier-Stokes equations. The
computational time by LES model is less than the time taken by Direct
Numerical Simulation, and its simulating accuracy is higher than the
Reynolds Average Navier-Stokes method. When simulating the three-
dimensional bluff body flow field, the large eddy simulation can obtain
a more accurate vortex structure. The basic governing equations con-
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Fig. 4. Mesh detail of the Ahmed body with a cavity, (a)surface mesh of the car
body (b)near wall volume mesh at the surface parallel to the ground.

sisting of the conservation of mass and momentum for incompressible
flow are listed as follows:
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where p is the pressure, ui is the velocity component in the i direction,
and 𝜈 is the kinematic viscosity. The subgrid-scale stress (SGS) 𝜏 ij is
defined by:
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where 𝜇t is the subgrid-scale turbulent viscosity. The isotropic part of
the subgrid-scale stresses 𝜏kk is not modelled, but added to the filtered
static pressure term. The rate-of-strain tensor is defined by:
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In this study, the Wall-Adapting Local Eddy-Viscosity (WALE) model
was employed. The eddy viscosity is modelled as:
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where k is the von Kármán constant, WALE constant Cw=0.325, d is the
distance to the closest wall, and V is the volume of the computational
cell.

Iso-surface of the dimensionless Q-criterion is adopted in the current
study to compare the differences of vortex structures, which is defined
as

𝑄 = 1
2
⋅
(|Ω|2 − |𝑆|2) (9)

Fig. 5. Cd comparison between TCU wind tunnel and simulation.

where Ω is the vorticity tensor, and S is the rate-of strain tensor.
In these simulations, the velocity of the inlet is set as 25 m/s, there-

fore the Reynolds number based on the model height ReH is approx-
imately 4.86 × 105(𝑅𝑒 = 𝑈𝐿∕𝜈, U is inflow velocity magnitude, L is
characteristic length. It represents a ratio of inertial force to viscous
force). ANSYS FLUENT 19.0 is selected as the model solving software.
The ground in the numerical model is treated as a moving wall boundary
condition with the same speed as air inlet flow. Upper and lateral sur-
faces of the channel are treated as slip surfaces using symmetry bound-
ary condition. The velocity inlet boundary condition and the pressure
outlet boundary condition are chosen to improve the convergence of the
solution process.

A total of 0.5 s of unsteady simulation by LES method is performed,
and the time step Δt is set to 0.00005 according to the Courant number
criterion (Co=(Δt∗|U|) ⁄Δx, where |U| is the size of the velocity vector
within a cell, Δx is the grid length in the direction of velocity. To ensure
that the Courant number is less than 1, the Courant number was calcu-
lated based on the maximum speed and the minimum mesh size). Semi-
Implicit Method for Pressure Linked Equations algorithm is adopted for
pressure-velocity coupling, and Bounded Central Differencing scheme is
adopted for momentum discretization.

3. Validation of numerical models

The validation of this study was conducted in our previous work
[17] based on scaled down Ahmed models to improve the computa-
tional efficiency according to Kohri et al. [4]. Ahmed models with dif-
ferent rear angles were modelled, and these models are the same as the
experiment models conducted in small wind tunnel with Particle Image
Velocimetry (PIV) method at Tokyo City University (TCU). The simula-
tion boundary conditions were consistent with the experiments, and the
drag coefficient curves of simulation and TCU results, shown in Fig. 5,
demonstrates that the deviation between simulation and experiment is
insignificant, with a maximum deviation less than 5%, which means that
the numerical models and simulation methods are suitable and precise.

4. Results and analysis

4.1. Effects of the entrance at different heights

Fig. 6 displays the flow state of y/H = 0 section in a different verti-
cal position (DOWN_4, MID_4 and UP_4). It can be clearly seen that all
these cases have corner vortexes in the upper-right of this profile when
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Fig. 6. Flow state of y/H = 0 section in dif-
ferent vertical position, (a)velocity contours
(b)streamline (c) vorticity contours (𝜔y).

the air passes through the forecabin (marked by blue circles). In the
UP_4 and MID_4 cases, small vortexes occurred because of the height
discrepancy between the inlet and bottom of cavity (marked by green
circles). When the height decreased, such as in the DOWN_4 case, the
size of this vortex reduced accordingly. Additionally, in the DOWN_4
case, the streamlines indicate that the flows pass the cavity smoothly,
avoiding impact with the rear wall of cavity. All these occurrences in
DOWN_4 case contribute to a better aerodynamics performance than
occurs in the UP_4 and MID_4 case. It indicates that, with the vertical
position of the air intake moving upwards, it is easier for the air flow to
be blocked by the inner wall of the forecabin, causing confusion in both
the forecabin and the separating bubbles beneath the bottom surface of
the model.

In Fig. 6(c), the vortex contour shows this kind of confusion. When
the airflow flows out of the forecabin, a vortex is formed in the middle
of the exit (marked by red circles). As the position of the air intake in-
creases, not only does the vortex have a tendency to develop backwards,
but also the vortex intensity generally increases. And these phenomena
are the most likely cause of the vortex scale and the vortex strength at
the bottom of the Ahmed model increasing with the rising position of
the air intake.

The average airflow velocity magnitudes at the exit of the forecabin
are recorded in Fig. 7. It can be seen that at different opening positions,
the DOWN_4 case has the highest average exit velocity, followed by the
MID_4 case and finally the UP_4 case. This phenomenon is probably due
to the presence of a simpler flow field and vorticity field in the fore-
cabin when the opening position is relatively low. In addition, a larger
velocity magnitude means a larger mass flow entering the forecabin, so
the DOWN_4 case will be cooled more quickly.

4.2. The effect of the aspect ratio 𝛽

When the height of the opening position is constant and the aspect
ratio 𝛽 becomes smaller, the situation changes and the differences are
shown in Fig. 8. As can be seen from the 3D streamline diagram in
Fig. 8(a), the flow in the forecabin in the case of 𝛽=2 is more com-
plicated, compared to the case of 𝛽=4, because two corner vortexes ap-
peared in both sides of the main flow. This may be the reason why, with
a smaller aspect ratio, the airflow entering the forecabin is more eas-

Fig. 7. The average velocity magnitude at the exit surface of the forecabin.

ily blocked by the surrounding wall of the cabin to produce a stronger
vortex structure near the wall. The streamline and vorticity contours at
y/H = 0 section is shown in Fig. 8(b) and (c). It can be seen that the
intensity of the corner vortex in the upper-right in the forecabin at 𝛽=2
case is stronger than the 𝛽=4 case. And the same regulation can be seen
at the vortexes in the middle of the exit. These phenomena indicate that
when the aspect ratio 𝛽 is reducing, the vortex structure will be more
complicated and the vortex intensity will be stronger in the forecabin
flow, which could lead to a higher drag coefficient of the whole body.

Additionally, the average airflow velocity magnitudes, shown in
Fig. 7 at different 𝛽 values (2 and 4), confirm the conclusion above,
because the average velocity magnitude in the 𝛽=2 case is significantly
lower compared to the 𝛽=4 case, which indicates a more complicated
flow in the forecabin in that case. Moreover, there may be an opposite
trend between the average velocity magnitude at the exit of the fore-
cabin and the total drag coefficient.
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Fig. 8. Flow state at different 𝛽 values, (a)3D streamline,
coloured with velocity magnitude (b)streamline at y/H = 0
section (c) vorticity contours (𝜔y) at y/H = 0 section.

Fig. 9. The power spectral density of drag traces in different model.

4.3. Instantaneous analysis

Power Spectral Densities (PSD) associated with the measured Cd are
reported in Fig. 9. Results are shown in a non-dimensional form intro-
ducing the Strouhal number StH = f•H/U (where f represent the fre-
quency, H is the height of the Ahmed Model). In DOWN_4 case, the pre-
dominant Strouhal number StH is 1.35 and the equivalent frequency is
117 Hz, which is in agreement with the results of Thacker et al. [18]. The
DOWN_4 case has a higher predominant StH number than the DOWN_2
case. In light of the work by Ho and Huerre et al. [19], those fluctua-
tions can then be associated with the roll-up of the shear layer due to
the Kelvin– Helmholtz instability mechanism.

The original Ahmed Model is also traced by its drag in PSD as shown
in Fig. 9. With a predominant peak at StH=0.085, which is in agreement
with the results of Tunay et al. [20], it is remarkable that the frequency
is much lower than other cases with air intake and forecabin. The UP_4
case and the DOWN_2 case have many narrow peaks in power spec-
tral densities compared to the DOWN_4 case and the original Ahmed
Model case, and this could be the reason that with 𝛽 glows small or
the vertical position glows the corner vortex emerged, the complicated
separating bubbles or the intricate vortex structure near the inside wall
of the forecabin will disturb the flow field. In other words, the fluc-
tuation with a more concentrated predominant peak in PSD means a
simpler flow, so the drag coefficient will be smaller. It is known that

332



Y. Huang, S. Wang and Y. Ji et al. Energy and Built Environment 2 (2021) 327–335

Fig. 10. Drag coefficient fluctuation in dimensionless time from 8.68 to 17.36.

a specific unsteady organization could be characterized by a constant
value of Strouhal number. Therefore, it is concluded that the influ-
ence of the forecabin section on the Ahmed Model will allow the entire
flow field to evolve from low-frequency organization to high-frequency
organization.

In order to better reveal the cause of the drag coefficient fluctuation,
the varieties of the drag coefficient in each case in a period of dimension-
less time from 8.68 to 17.36 (corresponding real time range is from 0.1 s
to 0.2 s) is integrated and shown in Fig. 10. On each fluctuation curve,
the two extreme points with the highest and lowest drag coefficient are
selected. For example, for the DOWN_2 case, the moments of the highest
and lowest drag coefficients are named T1 and T2, respectively, and a
similar naming systems is used for DOWN_4 and UP_4. Three specific
cross sections (x/H = 0.49, x/H = 1.01 and x/H = 1.53, respectively)
are shown in Fig. 11, and the vorticity contours (𝜔x) are drawn. For an
obvious comparison, in each case, the left half of the cloud shows the
high drag coefficient moment, and the right half of the cloud shows the
low drag coefficient moment.

First, in a number of cross sections, it is found that as the cross
section extends along the flow direction, the vortex intensity begins to
decrease gradually, and finally they reach almost the same level. This
means that the effect of the differences in the position of the air in-
take and the aspect ratio will gradually weaken and disappear as the

flow moves downstream. Then, the position of the air intake is investi-
gated, thus, DOWN_4 and UP_4 case is compared. It is obvious that in
different cross section, UP_4 case almost always has a larger vortex scale
and higher vortex intensity than DOWN_4 case. However, the high drag
moment shows the same law above than the low drag moment, and
this may illustrate that a larger vortex scale and higher vortex inten-
sity could be a key reason for high drag coefficient. Finally, there is no
clear, regular pattern between DOWN_2 and DOWN_4 case in Fig. 11 at
some special cross section (x/H = 0.49,1.01 and 1.53). However, in-
spired by the results in the time-averaged analytical method, the flow
inside the forecabin may be a key factor affecting the drag coefficient
when aspect ratio 𝛽 changes. Therefore, for a more detailed understand-
ing of the effect of internal flow on resistance at different aspect ratios
and times, the Q-criteria isosurface diagram for different resistance mo-
ments from T1 to T4 in the forecabin for different aspect ratios is given in
Fig. 12.

As mentioned above, Fig. 12 indicates that when the aspect ratio
𝛽 is smaller, the vortex structures near the wall and the corner vor-
texes are more intensive, and that results in a higher drag coefficient in
the whole model. Additionally, high drag coefficient moment (T1 and
T3) shows a stronger vortex structure than low drag coefficient mo-
ment (T2 and T4). At some large geometric corners, the difference in
the strength of corner vortices is obvious. It indicates that the forma-
tion of high-strength vortices is an important factor affecting instanta-
neous drag. The formation and disappearance of the vortex near the
Ahmed model is a continuous and periodic process, thus causing the
overall resistance to fluctuate continuously in a small range, as shown in
Fig. 10.

4.4. Overall effect of the aspect ratio and the position

In general, considering the effect of aspect ratio and position with rel-
ative data in our previous work [17], it can be seen clearly from Fig. 13
that the drag declines as the 𝛽 grows in each vertical position, and the
drag also declines as the vertical position declines at each 𝛽 value, which
closely agrees with the previous explanation. This means that a flatter
and lower air entrance would lead to a lower total drag coefficient with
an area-constant intake opening. Moreover, according to the experiment
data of Ahmed et al. [21], the drag coefficient is approximately 0.28 us-
ing original Ahmed model. Therefore, it seems that forecabin together
with rectangular air inlet window will increase vehicle drag coefficient
to a large extent, by nearly 85%. The forecabin inlet mass flow rates
Qin in DOWN_2, DOWN_4, MID_4 and UP_4 cases are also indicated in
Fig. 13. However, it seems the MID_4 case has the maximum mass flow
rate which results in a stronger cooling performance of the forecabin.

Fig. 11. Vorticity contours (𝜔x) at different times in some spe-
cific cross section.

333



Y. Huang, S. Wang and Y. Ji et al. Energy and Built Environment 2 (2021) 327–335

Fig. 12. Iso-surfaces of second invariant of the veloc-
ity gradient of DOWN_2 and DOWN_4 case at different
drag coefficient time in the forecabin, coloured with
𝜔y.

Fig. 13. Drag coefficient with different 𝛽 in UP, MIDDLE, and DOWN position.

5. Conclusion

As the internal combustion engine is no longer the only power source
for vehicles, there is now an opportunity to consider different structures
for automobile compartments. In this study, the effect of the forecabin
on vehicular aerodynamics was studied through simulations on revised
Ahmed models. The numerical simulating methodology with LES model
was firstly validated by PIV experiments, then different aspect ratios

and inlet locations of forcabin were considered in detail. The following
conclusions could be drawn as a result of this study:

1 When the opening of the forecabin is flatter or the position of it is
lower, either a simpler vortex structure or a lower vorticity inten-
sity is achieved, as well as a more straightforward streamline. These
phenomena are manifested as a reduction in vehicle air resistance,
and are validated by the simulation results.

2 Using PSD method, it can be concluded that the influence of the fore-
cabin section on the Ahmed model will allow the entire flow field to
evolve from low-frequency organization to high-frequency organiza-
tion. The high drag coefficient moments are due to its instantaneous
high-strength vortices. Not surprisingly, this is consistent with the
time-averaged conclusions above.

3 An entrance with flatter shape and lower position can reduce the
air resistance, but the MIDDLE design achieves an improved cooling
performance. In general, the forecabin will largely increase the drag
coefficient of a car by 85%.

Using all the numerical simulation work, an analysis regarding the
influence of the front air entrance arrangement on the drag coefficient
of the Ahmed model was conducted. When applied to new energy ve-
hicles, which do not need such a large area of front grille, the study
conclusions are useful when re-designing the front grille shape in order
to save energy. However, these simulation results still need to be fur-
ther verified through future experiments. Due to the limitations of time
and condition, simulation examples need further refinement. In addi-
tion, this air resistance study inside the forecabin currently is not fully
combined with the operation of cooling system. Therefore, it is antic-
ipated that further research is required on the aerodynamic study and
automobile design.
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